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Abstract
In this communication, we have designed, simulated, performance improved, fabricated and characterized a shunt

capacitive RF MEMS switch with perforated serpentine membrane (Au). Fabrication is done using surface micromachining

with four masks. AlN dielectric material of 50 nm thickness is offering high isolation of - 58.5 dB at 31.5 GHz, and

incorporation of perforation to the membrane the switch insertion loss is very low i.e., - 0.4 dB. The perforated serpentine

membrane with non-uniform meanders of 500 nm thickness using Au material is helped to reduce the actuation voltage, the

fabricated switch is requiring 4.5 V actuation voltage. DC sputtering PVD is used to deposit metal (Au) and dielectric

(AlN) thin Films. S1813 photoresist is used as a sacrificial layer and the membrane structure is released using piranha, IPA

and critical point drying (Pressure 1260 Psi, Temperature 31 �C).

1 Introduction

There is a need of modern technology to fulfill the

requirements in the present day communication applica-

tions i.e., reconfigurable devices like reconfigurable

antennas, filters, phase shifters, isolators especially in Ka

band applications more and more in satellite communica-

tion (Dragoman et al. 2017; Sharma et al. 2014; Nejad and

Hasani 2016; Park et al. 2009; Kolis et al. 2017; Liu et al.

2017; Zhang et al. 2017; Fouladi and Mansour 2010;

Mulloni et al. 2015). For these all requirements MEMS

technology based RF MEMS switches are giving the best

solution when compared with traditional CMOS and GaAs

technologies based FET and PIN diode RF switches. The

MEMS miniaturize technology based RF switches fabri-

cation can be possible using surface micromachining

(Chawla and Khanna 2014). Quartz, Si, FR4 are generally

used as a substrate materials. If the substrate is semicon-

ductor to isolate it from the further conducting layers

(CPW) an insulating material like SiO2, Si3N4 need to

deposit on semiconductor surface (Molaei and Ganji 2016;

Guha et al. 2016; Mardivirin et al. 2009; Philippine et al.

2013; Guha et al. 2017). CPW transmission lines are best

for shunt capacitive RF MEMS switches (Agarwal et al.

2016a, b; Rebeiz and Muldavin 2001). Cu is a high con-

tamination material that why Au is used for CPW and

actuation lines with Ti, TiW, Cr can be deposit between

CPW and insulating layer for adhesion (Persano et al.

2011; Puyal et al. 2009; Ramadoss et al. 2003). Shunt

capacitive switches the standard G/S/G dimensions for

CPW transmission line are 90 lm/60 lm/90 lm (Rizk and

Rebeiz 2003). To deposit the Au we can use sputtering or

E-beam evaporation. For pattering CPW and actuation

lines we can used ICP etching.

SixNy, AlN can be used as dielectric materials because

of their high dielectric constant & 9.8 (Stefanini et al.
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2011; Shekhar et al. 2017; Badı́a et al. 2012). To deposit

dielectric materials with ultra-low thickness we can use

PECVD or sputtering. For patterning dielectric material we

can use ICP or RIE. For any MEMS structure fabrication

choosing the sacrificial layer is very difficult task, generally

amorphous Si or AZ6130 or phospho-silicate glass (PSG)

are used as sacrificial layers.

The sacrificial layer can be deposit using PECVD or

spin coating based on the material, the thickness is in

micrometer range. Al, Au materials we can use to design

the membrane but Al is fatigue in nature so Au preferable.

Finally releasing the membrane is the tricky process for

this we can use XeF2 Etch System, Isotropic O2 plasma

process, Plasma-Ashing depending on the type of sacrifi-

cial layer (Yang et al. 2015a, b). The major challenges in

the fabrication of miniaturization of the switch are stiction,

charge injection and releasing of the MEMS structure both

will decide the switch reliability (Zhang et al. 2008).

The work presented in this paper mainly concentrate on

fabrication of high reliable RF MEMS switch with best

performance in terms of actuation voltage, insertion losses

and isolation losses. The work we stated with design,

simulation, and performance analysis of switch using FEM

tools which will help to reduce the fabrication cost and

switch with improved performance. In the design aspects,

we have noticed that non uniform meanders based ser-

pentine structure helps the switch to reduce the actuation

voltage. We have extended our analysis on switch isolation

property by placing different dielectric materials and

observed that switch is offering high isolation for AlN as

dielectric material. Eventually we have fabricated RF

MEMS switch by using surface micromachining by

incorporating simulation aspects.

This paper is organized as follows: Sect. 2 presents the

proposed shunt capacitive RF MEMS switch behaviors and

design procedure. The surface micromachining based

switch fabrication procedure is explained in Sect. 3.

Finally the switch characterization using Probe station and

MSA is discussed in Sect. 4.

2 Shunt capacitive RF MEMS switch

2.1 Parametric modeling

The RF MEMS switches are designed by placing a

micro/nano mechanically actuated structure on the top of

the CPW transmission line. The switch performance is

analyzed by using mechanical, electrical and radio fre-

quency properties. The switch discussed in this paper is a

electrostatically actuated vertical deflective capacitive

shunt RF MEMS switch with CPW transmission line and

two bottom electrodes. A perforated serpentine membrane

with non-uniform meanders is used as an actuating

structure.

With prior analysis on the serpentine structure, the

spring constant of the non-uniform meander serpentine

structure with seven legs to each meander can be expressed

as (Zohur et al. 2013; Peroulis et al. 2003; Dussopt and

Rebeiz 2003; Hijazi et al. 2003a, b; Alastalo et al. 2003),

1

K
¼ 1

K1

þ 1

K2

þ 1

K3

þ 1

K4

þ 1

K5

þ 1

K6

þ 1

K7

ð1Þ

where

Kð1; 2; 3; 4; 5; 6; 7Þ ¼
Ewt3

l3

When the MEMS structure is electro statically actuated,

with what frequency the membrane resonate is known as

natural or resonant frequency (fr) it can be expressed as,

fr ¼
1

2p

ffiffiffiffi

K

m

r

ð2Þ

where m is the mass of the membrane. The actuation

voltage (or) pull in voltage (Vp) is the minimum voltage

required to pull the micro mechanical structure 2/3 down

of the actual height or gap between the membrane and the

bottom electrode.

In the switch designed in this paper we have incorpo-

rated the perforation to the top electrodes which will ease

the switch actuation and membrane release in the fabrica-

tion processs. We can express the pull in voltage of the

switch as,

Vp ¼
2

3
g2

� �

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8K

27 2 Ae � Ap

� �

e0
� � g2ð Þ3

s

ð3Þ

where g2 is the gap between the electrodes, K is the spring

constant of the membrane, Ae is the area under the elec-

trodes, Ap is the area removed because the perforation, V is

the supply voltage.

The switching time is the mechanical parameter, in

electrostatic switch this will depends on the actuation

voltage (VP), supply voltage (Vs) and the natural resonant

frequency (x0). It can be expressed as (Jensen et al. 2003;

Saias et al. 2003)

ts ¼ 3:67
Vp

Vsx0

ð4Þ

x0 ¼
ffiffiffiffi

K

m

r

ð5Þ

where m is the membrane mass, k is effective spring

constant. From the personal analysis and investigation it is

cleared that meander structure with low spring constant

helps to reduce the actuation voltage.
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The insertion and the isolation properties of the elec-

trostatical RF MEMS switch depends on switch capaci-

tance. If the actuation voltage is not applied the membrane

structure is in upstate, the upstate capacitance (Cup) of the

switch is (Mercado et al. 2003; Ok et al. 2003; Li et al.

2016),

Cup ¼
e0AC

g1 þ td
er

þ Cf ð6Þ

If we apply an actuation voltage the membrane structure

will deform and comes to downstate, the downstate

capacitance (Cdown) of the switch is,

Cdown ¼
e0erAc

td
ð7Þ

Here, Ac is the area between the membrane and the

CPW strip line, td is the dielectric thickness. The
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Table 2 Performance improved shunt capacitive switch dimensions

Parameter Value (lm)

CPW (G–S–G) 90–60–90

Substrate height 100

Substrate width 400

Substrate length 500

Dioxide (insulator) thickness 0.5

Dielectric thickness 0.045

Dielectric constant (er) 12.9

Gap between strip and ground 90

Strip width 60

Bottom electrode width 60

Bottom electrode length 200

Gap between membrane and bottom electrode (g2) 2.2

Overlap area under electrodes (Ae = 2(W 9 w)) 2 (200 9 60)

Gap between dielectric and membrane (g1) 2

Membrane length (l) 430

Membrane width (w) 200

Membrane thickness(t) 0.5

Area between membrane and CPW strip line (Ac) 200*60

Fig. 1 Proposed serpentine membrane shunt capacitive RF MEMS

switch model structure side view
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capacitance ratio of the switch is defined as the ratio of

max capacitance (down state capacitance) to minimum

capacitance (upstate capacitance) i.e., Cdown/Cup.

In capacitive RF MEMS switches dielectric plays an

important role. The dielectric constant and thickness decides

the RF performance of the switch. Because of the perforation

the overall cross sectional area is reducing and the

capacitance is also reducing. The upstate and downstate

capacitance of the switch with perforation can be express as

Cup ¼
e0 Ac � Ap

� �

g1 þ td
er

þ Cf ð8Þ

Cdown ¼
e0er Ae � Ap

� �

td
ð9Þ

Substrate (P-type, SSP Si, 100 orientation)

Insulator (SiO2)

Actuation pad
Dielectric (AlN)

Ground

Serpentine membrane (Au)

Actuation line (Cr/Au)

Strip Ground

Anchor

Fig. 2 Proposed serpentine

membrane shunt capacitive RF

MEMS switch model structure

top view

Fig. 3 Optimized switch electrostatic actuation

Fig. 4 Membrane displacement (Vs) supply voltage

Fig. 5 Membrane spring constant and resonant frequency

Fig. 6 Isolation losses (S21) in dB, when membrane is in downstate
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where Ap is the area removed because of perforation, it can

be expressed as Ap = 2Nlhwh. Here, N is the number of

holes to membrane because of perforation, lh is the length

and wh is the width of the individual hole.

The characteristic impedance of the transmission line

also influences the operating frequency of the RF MEMS

switch. Most of the shunt type capacitive switch design is

done using CPW transmission line as the base, the shunt

capacitive switch isolation losses (S21) and return losses

(S11) are can be expressed as (Li et al. 2016),

S11j j2 ¼
x2C2

upZ
2
0

4
ð10Þ

S21j j2¼

4

x2C2
downZ

2
0

for f [ [ f0

4R2
s

Z2
0

for f � f0

4x2L2

Z2
0

for f\\f0

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

ð11Þ

Here, Rs is contact resistance, x is the switch resonating

radio frequency, L is the inductance, Z0 is characteristic

impedance, f0 is resonant frequency, it can express as (1/

2p(LCdown)
-2).

2.2 Switch dimensions performance analysis

Prior to the fabrication, we have analyzed the role of switch

dimensions on the performance. The serpentine structure

with non-uniform meanders micromechanical structure is

used as a membrane. Here, we have extended our analysis

on the role of structure (membrane) thickness, perforation,

meander dimensions and materials on the pull-in voltage

and aspect ratio of the switch. For membrane material we

have analyzed the performance with of Au, Cu and Al in

that we have noticed that all the three material are offering

best performance in terms of pull-in voltage. In that we

have chosen Au because Al is little fatigue in nature and Cu

will cause the contamination in the fabrication. The switch

is a capacitive based switch, the isolation behavior depends

on the properties of dielectric material. We have performed

the simulation level analysis with different dielectric

materials like SiO2, Si3N4, AlN, HfO2, TiO2.

For AlN the switch is offering high isolation. The

membrane thickness is showing significant impact on the

pull-in voltage of the switch.

After dimensional analysis, we finalized the membrane

dimensions as l = 320 lm, t = 0.5 lm, w = 200 lm. The

perforation of the membrane will impact the structure

release and the capacitance of the switch. From analysis it

is revealed that, if the perforation holes dimension is below

10 lm 9 10 lm, it is not impacting the capacitance of the

switch. So, we have finalized the perforation dimension as

5 lm x 5 lm. If the dielectric thickness and relative per-

mittivity is increasing the isolation properties of the switch

is also increasing.

The major observation in the dielectric materials and its

thickness is, if the dielectric constant and the material

thickness are increasing the switch operating frequency is

reducing. With this investigation, by incorporating these

important points the switch dimensions and materials are

optimized. The analysis on the dimensions, materials, and

perforation are summarized in the Table 1. The

Fig. 7 Insertion losses (S21) in dB, when membrane is in upstate

Fig. 8 Overall the proposed serpentine structure capacitive RF

MEMS switch fabrication requires four masks a CPW and actuation

line, b dielectric (AlN), c trenches for membrane anchors, d mem-

brane structure
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performance improved RF MEMS switch design is dis-

cussed in subsequent.

2.3 Design procedure

Fabrication of micro devices is the costly affair, so initially

we have designed the structure using FEM tools and try to

improved the switch performance in terms of materials and

dimensions. From investigation and the design analysis

using FEM tools we have noticed that, the perforated ser-

pentine structure with non-uniform meanders helping the

structure to reduce the actuation voltage. We have taken a

CPW transmission line with G/S/G values 90 lm/60 lm/

90 lm. AlN is used as dielectric material with er = 9.8

which is offering very high isolation.

The proposed switch structural dimensions are shown in

Table 2. The performance improved shunt capacitive RF

MEMS switch is mechanically resonating at 10.8 kHz, the

serpentine membrane spring constant is 0.49 N/m and it

requiring an actuation voltage of 5.5 V. Because of the

perforation the insertion losses are limited to - 0.6 dB. A

thin 50 nm AlN dielectric material is helped to increase the

isolation of the switch and the optimized switch is offering

- 72.4 dB isolation at 27 GHz. The upstate capacitance of

the switch is 2.4 fF and the downstate capacitance is 74.2

pF (Figs. 1, 2, 3, 4, 5, 6 and 7).

Table 3 Present shunt capacitive RF MEMS switch fabrication flow comparison with literature

Process Sharma et al.

(2017)

Demirel et al. (2016) Li et al. (2016) Present switch

Fabrication

process

Surface

micromachining

Surface micromachining Surface micromachining Surface micromachining

Wafer Quartz – P-Type Si\ 100[, 270

lm
P-Type Si\ 100[, 270 lm

Oxide growth

[insulating

base]

– Thermally grown, 0.5 lm Thermally grown @

1150 �C, 1 lm
Thermally grown @ 1150 �C, 1
lm

CPW and

actuation

lines

G/S/G::–/–/–

Ti/Au::20 nm/1

lm

Sputtering

G/S/G::90 lm/60 lm/90 lm,

TiW/Au::50 nm/100 nm

Sputtering and electroplating

[200 W, 500 A, 2 m 45 s for TiW, 300 W,

1000 A, 1 m 10 s for Au, 400 mA,

1950s for electroplating]

G/S/G::–/–/–

Cr /Au::300 nm/600 nm,

UHV E-beam

evaporation

G/S/G:90 lm/60 lm/90 lm,

Cr/Au/Cr::20 nm/200 nm/2 0 nm,

DC sputtering

[101.68 W for Cr,

28.36 W for Au]

CPW and

actuation

lines

patterning

– Inductively coupled plasma (ICP), 600

W, 5 m 40 s

– Wet etching, Lift-off:

PG remover @ 60oC.

LOR-S1813, AZ351B-MF26A,

130 s–25s.

Dielectric

deposition

SixNy, 300 nm,

PECVD

Si3N4, 300 nm, PECVD,

SiH4 (145 sccm) and NH3 (8.1 sccm),

50 �C, 3 Pa, 980s

Si3N4, 150 nm, PECVD AlN, 100 nm, DC sputtering

Dielectric

patterning

– Inductively coupled plasma (ICP) – Reactive ion etching (RIE)

Sacrificial

layer

deposition

Amorphous Si, 2

lm, PECVD

AZ6130 positive PR, 3 lm,

Spin coat

PMGI 0.7lm and

phospho-silicate glass

(PSG), 2 lm. Spin coat

S1813 positive, 1.8 lm,

Spin coat

Bridge

anchors

lithography

DRIE Wet etching Wet etching Wet etching

Membrane

deposition

Au, 2 lm,

sputtering

Au, 1lm, sputtering and gold

electroplating

Au, 2lm, , UHV E-beam

evaporation,

electroplating

Au, 500 nm, DC sputtering at

90 �C which will develop the

stress in the membrane.

Membrane

(Au)

patterning

– – – Wet etching

[KI:I2:H2O developer in 4:01:40 ]

Membrane

release

XeF2 etch system Isotropic O2 plasma process,400 W, 20

min, Rest for 10 min

1:50 diluted HF solutions

(for PSG), Plasma-

Ashing (for PMGI)

Piranha (5mic), IPA, Critical point

drying (CPD), Pressure: 1260

Psi, Temperature:31 �C
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3 Surface micromachining process flow

After design, simulation and switch performance analysis,

eventually we have fabricated the shunt capacitive RF

MEMS switch with electrostatic actuation using surface

micromachining process. To fabricate the complete switch

we use four masks shown in Fig. 8. In this section, we

placed 3D images for better explanation of fabrication

process (Tables 3 and 4).

Table 4 Present work comparison with literature

Shunt switches Sharma et al. (2017) Demirel et al. (2016) Li et al. (2016) Proposed switch

Suspender material Au

[2 lm]

Au

[1 lm]

Au

[1 lm]

Au

[0.5 lm]

Dielectric SixNy Si3N4 – AlN

Air gap (g1) 2 lm 3 lm – 1.8 lm

Up state capacitance 54 fF 9.8 fF 27 fF 1.8 fF

Down state capacitance 0.6 pF 0.83 pF 5.3 pF 65.8 pF

Insertion losses – 0.4 dB

@35 GHz

– 0.29 dB

@35 GHz

– – 0.4 dB

@40 GHz

Isolation losses – 38 dB

@35 GHz

– 20.5 dB

@35 GHz

– 43 dB

@35 GHz

– 58.5 dB

@31.5 GHz

Actuation voltage 23 V 18.3 V 8 V 4.5 V

Switching time (ts) – – 8.5 ls 12.5 ls

Spring constant (K) – – – 0.35 N/m

Rigid Body Mass(m) – – – 108 9 10-12 Kg

Resonant Frequency (fr) – – – 8.5 KHz

Fig. 9 Insulating thin film (SiO2) deposition, a p-type SSP with 100

orientation Si substrate b SiO2 of 1 lm thickness is deposited on

substrate using thermal oxidation at 1150 �C

Fig. 10 Lithography using Mask-1, a UV exposure, b exposed PR,

c after etching of exposed PR, d microscope image: after etching of

exposed PR

Fig. 11 CPW and actuation lines patterning, a Cr/Au/Cr deposition

using DC sputtering, b after metal liftoff

Fig. 12 AlN deposition using DC sputtering
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We have taken 4 inch P-type Si\ 100[with single

side polish (SSP) as a substrate. As first we did piranha

cleaning to removing organic and metal contaminations on

substrate using a mixture of concentrated H2SO4 and H2O2

solution in 3:1 ratio. After that we deposited 1 lm thick-

ness SiO2 (insulator) on substrate using Thermal Oxidation

at 1150 �C (Figs. 9 and 10).

UV lithography with Mask-1, in this process first LOR

photoresist is deposited on SiO2 surface after that S1813

photoresist is deposited on LOR surface. After lithography

MF26A developer is used to etch the exposed S1813 and

AZ351B developer is used to etch the exposed LOR. Here

LOR is used to create undercut, which is useful in metal

liftoff process.

Cr [20 nm]/Au [200 nm] is deposited using the DC

Sputtering PVD process with 101.68 W power for Cr,

28.36 W power for Au. The deposition is done at room

temperature, with deposition rate of 4 A/s for Cr and Au.

After metal deposition CPW and actuation lines are

patterned by doing liftoff process using PG remover as

shown in Fig. 11.

AlN dielectric thin film with er = 9.8, 50 nm thickness is

deposited using DC Sputtering PVD process at 100 W

power (Fig. 12).

Fig. 13 Lithography using Mask-2, a UV exposure, b exposed PR

c after etching of exposed PR. d Microscope image: after etching of

exposed PR

Fig. 14 Dielectric (AlN) patterning, a exposed AlN etching using

RIE, b PR removed using asetone

Fig. 15 Lithography using Mask-3, a S1813 sacrificial layer deposi-

tion using spincoat b UV exposure, c exposed sacrificial layer, d after

etching of exposed sacrificial layer using MF26A, e microscope

image: after etching of sacrificial layer

Fig. 16 Trench depth is 1.8 lm measured with dektak

Fig. 17 Membrane material (Au) deposition using DC sputtering

PVD process at 90 �C
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UV lithography with Mask-2 is done in vacuum for 8 s

using S1813 as a PR to pattern AlN dielectric layer. After

lithography exposed PR is etched using MF26A developer

as shown in Fig. 13.

The exposed 100 nm thickness AlN is etched using

Reactive Ion Etching (RIE), and it is done using Cl2 gas at

1800 W-ICP/200RF. At the end the PR is etched using

acetone (Figs. 14, 15, 16, 17, 18, 19, 20 and 21).

The required gap between the membrane and the

dielectric is 1.8 lm so before depositing the membrane

metal (Au) a Sacrificial layer (S1813) is deposited. To

achieve the 1.8 lm thickness we did the spin coat at 2000

RPM for 40 s (Figs. 22, 23, 24 and 25).

By using Mask-3 lithography is done to form two

trenches, later these trenches are helpful to form the

anchors for the membrane. Here we did the oven baking for

20 min before lithography and 30 min after lithography

which will make PR(S1813) hard.

Here Au is used for membrane, so by using DC Sput-

tering Au is deposited on the top of sacrificial layer with

500 nm thickness as target. Deposition is done at 90 �C

Fig. 18 Lithography using Mask-4, a UV exposure, b microscope

image: after etching of exposed PR

Fig. 19 Patterning of perforated serpentine membrane, a exposed Au

etching using KI:I2:H2O developer in 4:01:40 ratio, b microscope

image, c SEM image

Fig. 20 Membrane release a piranha, IPA cleaning and CPD,

b microscope image, c SEM image top view, d SEM image side view

Fig. 21 Characterization setup, a DC probe station, b RF probe

station, c MSA
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which will help to develop stress in the membrane, because

of this the switch reliability will improve.

Final lithography is done using mask-4, to pattern the

membrane using S1813 as PR. And the exposed Au is

etched using KI:I2:H2O developer solution in 4:01:40 ratio.

The etching rate of the KI:I2:H2O is 240 nm per second.

In any MEMS devices fabrication, releasing of MEMS

structure (membrane) is tricky and difficult. We released

the MEMS structure using chemical process, in this first we

placed the wafer in Piranha solution for 5 min, after this we

placed the wafer in DI water required for further IPA

process finally the wafer is placed in critical point drying

(CPD). The critical point we observed is Pressure: 1260

Psi, Temperature: 31 �C.
At critical point the liquid carbon dioxide is changed to

gaseous state. Because of the CPD we can avoid the stic-

tion like major problem in RF MEMS switch. In the entire

fabrication UV explosion in lithography process is done

using MJB4. After fabrication we inspected the switch

using scanning electron microscopy (SEM) with energy

dispersive spectroscopy (EDS).

4 Characterization

The fabricated switch mechanical properties line resonant

frequency is analyzed using Micro System Analyzer

(MSA). The Au non-uniform meander serpentine structure

has 0.35 N/m spring constant and it is resonating at

8.5 kHz. The switch radio frequency (RF) properties are

analyzed using RF Probe station, the switch is offering

isolation of - 58.5 dB @ 31.5 GHz with 50 nm thickness

AlN dielectric material which has 9.8 dielectric constant.

The insertion loss of the switch is - 0.4 dB. The switch C–

V characteristics are analyzed using DC Probe station. The

switch upstate capacitance is 1.8 fF and the switch down

state capacitance is 65.8 pF.

Overall the fabricated switch is giving best performance

when compared with the literature, based on switch per-

formance it is concluded that the switch can be useful in

satellite communication, GPS, cell phones, UHF TV’s.

Fig. 22 Switch resonant frequency vs spring constant

Fig. 23 Switch upstate and downstate capacitances

Fig. 24 Electrostatic actuation, displacement (Vs) applied voltage

Fig. 25 Insertion losses S21 (membrane is in upstate), isolation losses

S21 (membrane is in downstate)
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5 Conclusion

In this work, we have fabricated and characterized shunt

capacitive RF MEMS switch using surface micromachin-

ing. The switch is mechanical properties are analyzed using

micro system analyzer, in this we observed that the switch

is requiring 4.5 V actuation voltage. The switch radio

frequency properties are analyzed using RF Probe station,

the switch is offering isolation of - 58.5 dB @ 31.5 GHz

with 50 nm thickness AlN dielectric material which has 9.8

dielectric constant. The insertion loss of the switch is

- 0.4 dB @ 31.5 GHz. The optimized switch designed in

this paper is offering the best performance at 31.5 GHz, so

this switch can be use full in GPS, Cell Phones, UHF TV’s.
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In the present work, we have reported on deposition of tungsten oxide thin films by DC magnetron sput-
tering for the fabrication of electrochromic device and the effect of deposition parameters like oxygen
partial pressure and substrate temperature on optical, structural, morphological and electrochromic
properties of the films. The films were deposited on to Silicon, Quartz and ITO coated glass plates to char-
acterize the properties of the films. The thickness of the films was measured from stylus profilometry and
it is 350 nm and the optical transmittance of the films was in the range of 53–75% in the visible region,
measured from UV–Visible spectrometer. The films are nanocrystalline in nature and crystallinity
improved by increasing the substrate temperature analyzed from X-Ray diffraction. The morphology
and composition of the films was determined from SEM, AFM and EDS and the films are nanocrystalline
in nature of the size 38 nm and stoichiometric. The phase composition and bonding in the films were
investigated from FTIR and Micro-Raman studies. The diffusion coefficient and coloration efficiency of
the films were measured from cyclicvoltammetry studies and the values are 3.61 � 10�18 cm2/s and
34.35 cm2/C at 550 nm.
� 2019 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the National conference on
Functionality of Advanced Materials.
1. Introduction

In the recent times, material science plays a key role in building
a nation, especially to combat environmental challenges like green
house gases, global warming and other problems. Many research-
ers developed new materials in that direction. Transition metal
oxides are important class of materials, they were used in the fab-
rication of chromogenic devices and gas sensors. Tungsten oxide is
important among the transition metal oxides which are used in the
fabrication of smart windows. They alter the transmittance of solar
radiation and create energy efficient environment in indoor build-
ings. WO3 is n-type semiconductor with band gap of 3.20 eV [1].
The structure is temperature dependent and it exhibits different
structures from monoclinic, triclinic, hexagonal and orthorhombic
as the temperature changes [2]. The crystalline and amorphous
tungsten oxide films shows electrochromism and amorphous films
were extensively studied for electrochromism where as crystalline
films were studied limitedly in this regard. In the present work, we
have comprehensively studied the effect of deposition parameters
like sputtering pressure and substrate temperature on optical,
structural and electrochromic properties of the films. A small pulse
of electric field changes the films from virgin to coloured and to
bleached states through reduction reaction mechanism given by
the following equation [3].

WO3 + xM+ + xe�1,MxWO3

(Transparent)(Blue)where M+ is alkali metal ions such as H+, Li+,
K+ and Na+.

There are many physical methods like Thermal evaporation [2],
Electron beam evaporation [4], Sputtering [5] and chemical meth-
ods like, sol-gel [6] spray pyrolysis [7] and Chemical vapor deposi-
tion [8] for preparation of the tungsten oxide films. Because of
better reproducibility and good adhesion of the film to the sub-
strate, in the present study all the coatings were done with DC
magnetron sputtering.
r elec-
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2. Film preparation and characterization

2.1. DC magnetron sputtering

The films of tungsten oxide were deposited using magnetron
sputtering unit (HIND Vacuum). Initially, the sputtering chamber
is evacuated to the base pressure of 4 � 10�6 mbar using diffusion
and turbo molecular pump. The substrates were cleaned in ultra-
sonic bath for ten minutes and then using isopropyl alcohol, hydro-
gen fluoride and acetone to remove any contamination and any
other dust particles on the surface and finally mounted on a sub-
strate holder. Siliconwafer, optically flat Quartz glass plates and
ITO coated glasses were used as substrates for deposition for differ-
ent characterizations. Tungsten metal target of one inch diameter
used for all coatings. The distance between the target and substrate
was 50 mm. Prior to the deposition, argon gas was released into the
chamber using mass flow controller to remove the oxide layers on
the target and then released reacting gas oxygen using mass flow
controller to form tungsten oxide films [9,10]. During the deposi-
tion, the substrate holder is rotated through 360� to attain uniform
deposition. Sputtering power density was 4.5 W/cm2 and time of
deposition was 20 min for all depositions. The total sputtering
pressure was 0.05 mbar and 0.1 mbar measured using penning
and pirani gauges with substrate temperatures 300 K–600 K. The
deposition parameters were listed in Table 1.

The thickness and roughness of the films were calculated from
stylus profilometry and the optical properties were carried out in
Table 1
Deposition parameters.

Target Tungsten (metal)

Substrates Siwafer, Quartz and ITO glass
Base pressure 4 � 10�6 mbar
Target-Substrate distance 50 mm
Ar:O2 20:10 sccm
Sputtering pressure 0.05 & 0.1 mbar
Sputtering power density 4.5 W/cm2

Time of Deposition 20 min

Fig. 1. The optical transmittance spectra of tungsten oxide thin films deposited at differen
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the wavelength range 300–1100 nm range using shimadzu UV-
1800 double beam spectrometer.

A Rigaku samart lab X-Ray diffractometer was employed for
diffraction measurements. A CuKa (k = 1.540593 Å) X-Ray source
is used by the smart lab diffractometer. Diffraction measurements
were made on a 2h scale in the range of 20–80�with a step size and
scan speed of 0.05� and 2� per minute respectively.

Raman spectra were recorded at room temperature frommicro-
Raman spectrometer (STR-300) with a 540 nm line of Ar+ laser was
used for off resonance excitation.

The surface morphology, composition and surface topography
were analyzed from FE-SEM, EDS and AFM.

The electrochemical studies of the samples was analyzed using
a standard three electrode electrochemical cell, composed of tung-
sten oxide films as working electrode, Platinum wire as counter
electrode and Ag/AgCl as the reference electrode. A 0.2 M LiClO4 +
propylene carbonate was used as the electrolyte. CyclicVoltammo-
grams were recorded with linear sweep potential between �2.50
to +2.50 Volts (versus) Ag/AgCl at different scan rates 100, 200
and 300 mV/s, Chrono Amperometric and Chrono coulometric
studies using programmable electrochemical work station (CHI
Instruments-Auto 50436).

The performance of any electro chromic device is mostly depen-
dent on its optical, structural properties and morphological proper-
ties and how these properties are influenced by deposition
parameters were presented.
3. Results and discussion

3.1. Thickness and roughness measurement

The thickness of the film plays very important role in optical
and electrochromic properties of the film. The thickness of the
films were measured using stylus profilometry and thickness of
the most of the films were found to be 350 nm and moreover the
roughness of the films were are also evaluated, the average rough-
ness of the films were found to be 1.5 nm and Root Mean Square
roughness was 2.8 nm.
t substrate temperatures keeping oxygen partial pressure at a) 0.05 and b) 0.1 mbar.
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Fig. 2. (ahm)1/2 vs. hm plots for the films deposited at a) 0.05 mbar b) 0.1 mbar.
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3.2. Optical characterization by UV–VIS spectrophotometer

The optical studies like transmittance and optical band gap of
WO3 films have been recorded in the wavelength range 300–
1100 nm by using UV–VIS spectrometer. The effect of sputtering
pressure and substrate temperature on the optical properties,
including percentage of transmittance (%T), and the energy band
gap (Eg) were presented in detail. Fig. 1 shows optical transmit-
tance spectra of WO3 thin films prepared at different substrate
temperatures 300–600 K. The optical transmittance of the films
observed is in the range of 56–73%. At both partial pressures, the
transmittance decreases with increase of substrate temperatures,
this is attributed to increase of crystalline nature at higher
Fig. 3. XRD patterns of the tu
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substrate temperatures and moreover at higher partial pressure
the deposition rate decreases and reduces the crystallinity of the
films [11,12]. The absorption edge of the films shift towards
shorter wavelength side as a result the size of the particle reduces
and confirms that the films are nano-crystalline in nature. The
optical band gap of the films is evaluated from Tauc’s plots by tak-
ing graph between (ahm)1/2 and hm. The extrapolation of the each
line on to the X-axis gives the indirect band gap nature of the films
and the optical band gap of the films decreases from 3.56 eV to
3.09 eV at 0.05 mbar and 3.38 to 3.01 at 0.1 mbar as the substrate
temperature increases as shown in Fig. 2 [13]. The optical band gap
Eg was evaluated from absorption coefficient (a) using the rela-
tionship for indirect allowed transitions.
ngsten oxide thin films.

nd characterization of nanocrystalline tungsten oxide thin films for elec-
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Fig. 4. Micro-Raman spectrum of tungsten oxide thin films.
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ahtð Þ1=2 ¼ A ht� Eg
� �

where A, ht and Eg are a constant of proportionality, incident pho-
ton energy and optical energy band gap, respectively.

3.3. Structural characterization

The structural characterization of the films was analyzed using
a Rigaku samart lab X-Ray diffractometer. For all the films the mea-
surements were taken in the 20–80� range as shown in Fig. 3. From
structural studies, all the films have crystalline in nature and hav-
ing orientations of (0 2 1) and (4 2 1) and additional orientation
(2 0 0) was also observed at 0.1 mbar sputtering pressure and sub-
strate temperature of 600 K (JCPDS No. 43-1035). As the substrate
temperature increases the crystallinity improves in the films and
crystallizes in monoclinic structure [14,15]. From FWHM, we have
measured the size of the crystal using Debye-Scherrer’s formula
and the size of the crystals in the films are nanocrystals and are
in the range of 10–40 nm. Clearly we observed that as the substrate
temperature increases, the crystallinity improves in the films. The
Debye-Scherrer’s formula is given by

d ¼ 0:9k=bcosh
Fig. 5. FTIR spectrum of tun
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where k is the wave length of X-Ray source (1.5406 Å) and b is Full
Width Half Maxima measured graph and h is the angle of
diffraction.

3.4. Micro Raman studies

In present study micro-Raman spectroscopy is used to identify
the phase transitions, bonding and disorder in metal oxide thin
films and it is one of the non-destructive techniques to character-
ize the samples. For our samples, we got different peaks in the
Raman spectrum as shown in Fig. 4. The peaks, which appear at
lower wave numbers (<200 cm�1), are associated with lattice
modes and in the medium range wave numbers (range 200–
600 cm�1) show OAWAO bending mode features and the wave
numbers in the high range (600–1000 cm�1) are related to WAO
stretching modes [16]. The peaks at 131 and 165 cm�1 are associ-
ated with lattice modes of the tungsten oxide molecule. The peaks
at 211,406 and 492 cm�1 are associated with OAWAO bending
mode. Similarly, the sharp peaks 797 and 950 cm�1 are associated
with stretching mode of W@O double bonds reported earlier in
[17]. Commonly, amorphous and nanostructure tungsten oxide
films are composed of OAWAO units, reminding the WO6 octahe-
dral of the bulk crystal with terminal W@O bonds. The intensity of
the peaks increases with substrate temperature and the peaks are
broad at low substrate temperatures. This indicates that the crys-
tallinity of the films changes with temperature and sputtering
pressure confirmed by XRD studies.

3.5. FTIR spectroscopy

In the present case, we have characterized the samples to know
the information about phase composition as well as the way oxy-
gen bound to the metal ions (M-O structure). The spectra were
taken in the range of 200–2000 cm�1 in the transmission mode
for all the samples as shown in Fig. 5. The sharp peaks are at
734, 906 and 1106 cm�1 with other small peaks at 665, 820 and
1642 cm�1. The peaks at 665 and 734 cm�1 are associated with
OAWAO bending modes of vibrations and at 820 and 906 cm�1

are attributed to WAOAW stretching modes of the films [18].
The wave numbers at 1106 cm�1 was due to the presence of the
gsten oxide thin films.

nd characterization of nanocrystalline tungsten oxide thin films for elec-
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Fig. 6. FE-SEM images of the tungsten oxide thin films deposited at different sputtering pressures and substrate temperatures a) 0.05 mbar, 400 K, b) 0.05 mbar, 600 K, c)
0.1 mbar 400 K and d) 0.1 mbar, 600 K.
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silicon oxide bond present on the silicon substrate. The peaks at
1634 cm�1 were due to weakly bounded water when the films
are exposed to ambient air.

3.6. Morphological studies

The morphological characterization of the films were done with
FE-SEM as shown in Fig. 6, and all the films have nano-metric
dimensions. It was observed that at 400 K, the films have nanopar-
Fig. 7. EDS spectrum of the tungsten oxide thin films deposited at different sputtering
0.1 mbar 400 K and d) 0.1 mbar, 600 K.
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ticles and distributed randomly with some pores at 0.05 and
0.1 mbar partial pressures. But at 600 K, the films have coarse mor-
phology and the size of the particle increases and all the particles
agglomerated and forms nano clusters on the surface of the films
at both the partial pressures, which is best suited for insertion or
extractions of ions into the films [19].

The composition of the films were analyzed from Energy Dis-
persive Spectroscopy as shown in Fig. 7. All the films are stoichio-
metric, the ratio of atomic percentage of the oxygen to tungsten
pressures and substrate temperatures a) 0.05 mbar, 400 K, b) 0.05 mbar, 600 K, c)

nd characterization of nanocrystalline tungsten oxide thin films for elec-
ings, https://doi.org/10.1016/j.matpr.2019.10.093
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Fig. 8. AFM 3D images of the tungsten oxide thin films deposited at different sputtering pressures and substrate temperatures a) 0.05 mbar, 400 K, b) 0.05 mbar, 600 K, c)
0.1 mbar 400 K and d) 0.1 mbar, 600 K.

Fig. 9. Cyclic Voltammograms of Tungsten oxide thin films deposited at various
sputtering pressure 0.05 mbar and substrate temperature 600 K. The applied
potential varies between �2.5 V to +2.5 V at different scan rates.
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was three. Some percentage of silicon and carbon was also
observed. This is due to the films coated on silicon substrates
was used for the analysis and exposure of the films into atmo-
sphere during analysis.

The topographical studies of the films were characterized using
Atomic Force Microscopy and all the images were recorded on
5 mm � 5 mm scale in three dimensions as shown in Fig. 8. All the
films have columnar structure with needle like nano grains and
the grains are sparsely distributed at lower substrate temperatures
and the grain size increases and are agglomerated as the substrate
temperature increases at 0.05 mbar. At 0.1 mbar, 400 K the grains
are needle like structure and the grains are distributed in compact
manner and at 600 K, the grains are sparsely distributed.

3.7. Electrochemical studies

The electrochemical properties of the tungsten oxide films
deposited on ITO coated glass were studied using a standard three
electrode chemical cell in which the film (WO3) is used as working
electrode, platinum wire is used as counter electrode and Ag/AgCl
was used as reference electrode. The 0.2 M LiClO4-
Propylenecarbonate (anhydrous) used as electrolyte. The mobility
of the Li+ ion depends upon the viscosity and dielectric constant
of the electrolyte and more over the mobility of the Li+ ion is easy
compared to other alkali metal ions into the film. For better under-
standing of electro chromic properties of the tungsten oxide films,
Cyclicvoltammetry (CV), Chronoamperometry (CA) and Chrono-
coulmetry (CC) measurements were performed [3].

The cyclicvoltammograms of the films recorded at the scan
rates 100, 200 and 300 mV/s in 0.2 M LiClO4-PC electrolyte are
done with linear potential sweep between �2.50 V to +2.50 V ver-
sus Ag/AgCl as shown in Fig. 9. The intercalation and deintercala-
tion of Li+ ion into the tungsten bronze by oxidation and
reduction mechanism of the films is given by the above equation.
Please cite this article as: K. Pandurangarao and V. Ravi Kumar, Preparation a
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For each cycle of scanning, the charge insertion/extraction of elec-
trons and lithium ions in the tungsten oxide films occurs. The area
of the hysteresis curves and height and position of anodic and
cathodic peaks closely related to electrochemical processing occur
in the electro chromic films. The cyclicvoltammetry curves of the
films deposited at 0.05 mbar and 600 K as shown in fig and other
films did not show these studies significantly. From the graph,
the area of the hysteresis curve at the scan rate 100 mV/s is more
than that of other two scan rates, this is due to the mobility of the
ions which is less in the films at these scan rates. From the curves,
the diffusion coefficient of the Li+ ions was estimated from Randle-
Sevcik equation give below [20,21]
nd characterization of nanocrystalline tungsten oxide thin films for elec-
ings, https://doi.org/10.1016/j.matpr.2019.10.093
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Fig. 10. Chrono Amperometric curve of tungsten oxide thin films at 0.05 mbar,
600 K.

Fig. 11. Chrono Coulometric curve of tungsten oxide thin films at 0.05 mbar, 600 K.

Fig. 12. Optical Transmittance of the Tungsten oxide thin films in colored and
bleached states at 0.05 mbar, 600 K.
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ip ¼ 2:72� 105 � n3=2 � D1=2 � C0 � v1=2

where ip is the peak current, D is diffusion coefficient, C0 is the con-
centration of active metal ions in the electrolyte, v is the scan rate
and n = 3 is the number of electrons involved in the process and
the values of D are 3.61 � 10�18 cm2/s, 0.14 � 10�18 cm2/s and
0.45 � 10�18 cm2/s at the given scan rates which higher than the
reported values earlier.

The chronoamperometry fast is also another important electro-
chemical tool which gives the time for oxidation (Coloration) and
reduction (Bleaching) of the ions in the process. In the present case,
the chronoamperomertic curves were taken for step of 5 s between
the potential �2.5 V to +2.5 V as shown in Fig. 10. From the graphs
the times for coloration and bleaching was tc = 1.1 s and tb = 0.8 s.

The amount of charge intercalated and deintercalated was mea-
sured from Chronocoulmetric fast studies. These studies were
taken for step of 10 s between the potential �2.0 V to +2.0 V as
shown in Fig. 11a and the amount of charge intercalated in the
films was 9.08 mC and deintercalated was 7.02 mC [22].

The Transmittance spectra of Coloured and Bleached films in
the wave length range 300–1100 nm as shown Fig. 12.

Coloration Efficiency is the important parameter for the given
electro chromic device and is given by [23]
Please cite this article as: K. Pandurangarao and V. Ravi Kumar, Preparation a
trochromic devices: Effect of deposition parameters, Materials Today: Proceed
g ¼ log tb=tcð Þ=q=A½ �k¼550 nm

where tb and tc are the transmittance in bleached and coloured
states of the films and q/A is the charge density is given by
5.04 C/cm2. In the present case, the coloration efficiency of our films
at 550 nm was 34.35 cm2/C which is higher than the value reported
earlier. Wang et al. reported the coloration efficiency of the tung-
sten oxide thin films and it was in the range of 5.74 to 11.2 cm2/C
at 632 nm [24].
4. Conclusions

In this investigation, we have made comprehensive studies on
the effect of sputtering pressure and substrate temperature on
the optical, structural and electro chromic properties of nanocrys-
talline tungsten oxide thin films. The films exhibited good optical
transmittance in visible region and it is observed to change, as
the sputtering pressure and substrate temperature are varied.
The structural properties of the films conformed that the films
have monoclinic structure with nanocrystalline films and the crys-
tallinity is improved as the substrate temperature is increased. The
morphology studies of the films indicated nano scale dimension
and the films have some pores with nano particle at lower sub-
strate temperatures and at higher temperature the size of the nano
particles is observed to increase; the films are observed to have
coarse morphology which makes them to be highly suitable for
ion intercalation into the films due to the large surface area to vol-
ume ratio. The topographical studies indicating all the films have
columnar structure with needle like grains and the distribution
of the grains is observed to change as the sputtering pressure
and substrate temperature changes. The films exhibit good redox
reaction mechanism and the diffusion coefficients of the films are
estimated to be 3.61 � 10�18 cm2/s, 0.14 � 10�18 cm2/s and
0.45 � 10�18 cm2/s. The coloration efficiency of the films at
550 nm was calculated to be34.35 cm2/C. The films that are depos-
ited using DC magnetron sputtering at the sputtering pressure of
0.05 and 0.1 mbar and substrate temperature of 400 K and 600 K
are the best suited for achieving electrochromism.
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A B S T R A C T   

WO3 thin films were sputtered on to different substrates (viz., Si, quartz and ITO coated glasses) at different 
temperatures and partial pressures using DC magnetron sputtering. The influences partial pressures of O2 and Ar 
and substrate temperature (at constant sputtering power) on different characteristics viz., optical, structural, 
morphological, compositional and electrochromism of the films have been investigated. These characteristics 
were observed to be strongly reliant on deposition conditions. Thickness and roughness (r.m.s.) of the films were 
found to be in the ranges of 700–918 nm and 3.18–8.4 nm, respectively. The transmittance in the visible 
wavelength region of these films was found to in the range of 33–80% depending upon the deposition conditions 
and optical band gap is found to decrease with increase of substrate temperature from 400 K to 600 K at 16.3 
mTorr. The X-Ray diffractogram of the films (deposited at 400 K at 16.3 mTorr) exhibited sharp peaks from the 
reflections of (0 2 1) and (4 2 1) planes of monoclinic crystalline phase of WO3 indicating the prepared films are 
of crystalline in nature. The structural arrangement of WO3 molecules in the films were analyzed using micro- 
Raman studies. The morphology studies (using FE-SEM, AFM and EDS techniques) of the films indicated 
reasonably good stoichiometry of WO3 films; these results further indicated that the films consist of nanoparticles 
of with sizes varying upon the deposition conditions. For studying the electrochromism of the films, they were 
immersed in an anhydrous electrolyte (mixture of 0.2 M lithium perchlorate and 50 ml propylene carbonate); 
coefficient of diffusion of Liþ ions and coloration efficiency were measured by cyclic voltammetry and chrono- 
coulometry methods, respectively. The partial oxygen pressure and substrate temperature used during deposition 
were found to influence the above mentioned parameters of the films to a larger extent.   

1. Introduction 

Thin films of transition metal oxides are highly useful in displays, 
smart windows and other optically operated devices. Out of these, smart 
windows control the incoming solar radiation and visible radiation and 
maintain comfortable indoor environment. Electrochromism is an op-
tical phenomenon in which there is a reversible variation in optical 
features of the films by applying of electric potential of small pulses. In 
this process there will be insertion of ions/electrons into the films or 
extraction of charge carriers from the films. Both crystalline and amor-
phous films do exhibit this phenomenon; in amorphous films it is caused 
by small polaron hopping, whereas in crystalline films this property was 
explained using Drude model by several authors [1–5]. WO3 thin films 
are being extensively used in the design and fabrication of 

electrochromic/smart window due to their structural sensitivity. In 
addition, these are also being used as efficient films for electrochromic 
applications such as electrochromic mirrors and display devices by 
optimizing their optical modulation, coloration efficiency and switching 
time of the films. Besides these, electrochromic WO3 thin films are being 
widely used as photochromic and gas sensing materials. In fact, these 
materials exhibit different structures at different temperatures. The 
durability of the electrochromic window is however, reliant on struc-
tural aspects of the films, deposition conditions and methods adopted for 
coating the films [6,7]. Thermal evaporation [8], electron beam evap-
oration [9], pulsed laser deposition [10], sputtering [11] and chemical 
approaches (like chemical vapour deposition [12], spray pyrolysis [13], 
sol-gel method [14] etc.) are the some of the methods being used for 
coating the films. In this study, we have deposited WO3 films using DC 
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reactive magnetron sputtering technique at various substrate tempera-
tures and sputtering pressures and studied their electrochromic prop-
erties viz., cyclic voltammetry, chronoamperometry, chronocoulometry 
and optical transmittance in detail. Even though studies related to these 
properties were reported by some authors, the studies as such on these 
films fabricated by DC reactive magnetron sputtering technique could 
hardly be found in the literature. This method is as an advantageous over 
the other methods mentioned above by several aspects. For example, it is 
the most efficient method for obtaining good optical quality films of 
large surface areas with reasonably uniform thickness and good adhe-
sion with the substrate. Further, this method requires only low pro-
cessing temperature for the deposition of the films. Moreover, it has the 
large ability to keep the stoichiometry of the original target composition 
that gets deposited on the substrate with improved coloration efficiency. 

2. Experimental and characterization 

Initially, the substrates were cleaned with isopropyl alcohol for 2 min 
and then were subjected to ultrasonification for about 10 min; later they 
were successively gutted with acetone and de-ionized for 2 min. Finally, 
all the substrates were dried and once again cleaned with acetone before 
mounting on substrate holder in the sputtering chamber. To sputter WO3 
films on a substrate, PLASSYS BESTEK SAS, FRANCE& Model- MP300 
sputtering coating unit was used. Tungsten target of thickness 5 mm 
with sputtering gun of diameter 2 inch were mounted on the substrate 
holder that can be rotated through 360� so as to get the homogenously 
deposited films. Before deposition of the films is started, the sputtering 
chamber is evacuated to the base pressure of 4 � 10� 6 mbar [15,16]. The 
films were deposited on substrate at T ¼ 400 K and 600 K in the 
chamber. The target and the substrate distance was maintained as 60 
mm. Before the process of deposition was started Ar gas was allowed to 
pass through mass flow controller for 10 min into the chamber to wipe 
out oxide layers upon the target; during this course, a shutter was used 
between the target and substrate. Later, the shutter was opened and the 
reacting oxygen gas was freed into the chamber with a mass flow 
controller. Deposition has been carried out with two different Ar/O2 
pressure ratios viz., 2:1 and 3:1 with the combined pressures of Ar and 
O2 as 17.6 and 16.3 mTorr, respectively. For all the depositions the 
applied DC power was 100 W. The deposition time was about 20 min. 
The pertinent data on deposition parameters are furnished in Table 1. 

The films were characterized by A Rigaku X-Ray diffractometer. A 
Bruker- DXT-15-1022 stylus profilometer was used to measure the 
thickness and roughness of the films. Optical transmission spectra were 
recorded on SHIMAZDU UV-1800 UV–vis spectrometer in the spectral 
region of 300–1100 nm. Refractive index of these films was measured 
from spectroscopic ellipsometry with J.A. Woollam Model: M2000X in 
the wavelength range of 500–1000 nm. Raman spectral studies of the 
films were performed on Micro-Raman spectrometer (Model: STR-300). 
Surface morphology of the films was investigated with FE- Scanning 
Electron Microscope (Carl Ziess Model: Neon-40) was used for surface 
morphology studies. Atomic Force Microscope (Veeco Model: Dimen-
sion V SPM) was used for topography studies of the films. 

The electrochemical studies of the deposited films were performed 
with a standard three electrode electrochemical work station (CHI 

Instruments-Auto 50436) where in Ag/AgCl (reference electrode), 
platinum wire (counter electrode) and the film deposited on ITO coated 
glass (as working electrode) were used. The current across the working 
electrode (WO3 film) was measured with three scanning rates of the 
applied voltage (viz.,100, 200 and 300 mV/s) in the range � 2.0 to þ2.0 
V. Diffusion coefficients were evaluated with these cyclic voltammo-
grams of the films. The time for coloration and the time for bleaching of 
the films were obtained from chronoamperometric studies and the 
quantity of charge intercalated and de-intercalated into the films was 
measured from chronocoulometric studies. 

3. Results and discussion 

3.1. Thickness and roughness measurements 

Thickness and roughness play very important role in physical char-
acteristics of the films. These parameters are primarily dependent on the 
deposition conditions e.g., sputtering pressure and substrate tempera-
ture. In this study, roughness of the films is observed to be larger for the 
films sputtered at high sputtering pressures and substrate temperature 
(Table 2). 

3.2. Optical transmittance studies 

All the samples have exhibited a reasonably good transmittance in 
the spectral region 350–1100 nm. To be specific, the films deposited at 
17.6 mTorr and 400 K have exhibited transmittance of 84%. A 
remarkable decrease (35%) in the transmittance of these films is visu-
alized with the hike of the deposition temperature from 400 to 600 K at 
the same sputtering pressure (Fig. 1). This decrement is presumed to be 
due to increase in the degree of crystallinity of the samples as has been 
indicated by FE-SEM, AFM and XRD patterns described later in the 
manuscript. The sputtering pressure is also observed to play a crucial 
role on the transmittance of these films. When sputtering pressure is 
decreased from 17.6 mTorr to 16.3 mTorr, the transmittance of the films 
(deposited at 400 K) is found to be decreased from 84% to 46%. 

Table 1 
Deposition parameters.  

Target Tungsten metal 200 Diameter and 5 mm thickness 
Substrates Si(100), Quartz glass and ITO coated glass 
Base pressure 4 � 10� 6 mbar 
Target substrate distance 60 mm 
Sputtering pressure 16.3 and 17.6 mTorr 
Substrate temperature 400 K and 600 K 
Argon: Oxygen Flow rate 20:10 and 20:7.5 sccm 
Sputtering power 100 W 
Deposition time 20 min  

Table 2 
Thickness and Roughness of the films.  

Sputtering pressure 
(mTorr) 

Substrate 
temperature (K) 

Thickness 
(nm) 

Roughness 
(nm) 

16.3 400 770 4.19 
600 900 4.4 

17.6 400 884 3.18 
600 918 8.4  

Fig. 1. Optical transmittance spectra of WO3 thin films.  
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However, at the high substrate temperature viz., 600 K, the decrease of 
pressure from 17.6 mTorr to 16.3 mTorr, caused an increase in the 
transmittance of the films from 35% to 61%. The increased trans-
mittance due to decreased sputtering pressure (for the films deposited at 
higher temperature, viz., 600 K) indicates that the films are of sub- 
stoichiometric at lower oxygen partial pressures and at higher sub-
strate temperature [17]. Cut-off edge for the films deposited under 
different conditions was observed to be in the range of wavelength 
340–375 nm. However, the spectral position of the edge is observed to 
be reliant on sputtering pressure and substrate temperature. To elabo-
rate more, either with rise of pressure (at constant T) or with rise of T (at 
constant P) from 400 K to 600 K the edge shifted towards longer 
wavelength region (Fig. 1) [18]. Indirect optical band gap (Eg) of the 
films was estimated by plotting (αhν)1/2 vs hν (Tauc plots, Fig. 2a); by 
extending linear portions of these curves to the X-axis, value of Eg is 
estimated and furnished in Table 3. Eg is observed to decrease with rise 
of substrate temperature; such dependence of Eg on temperature in-
dicates increased crystallinity of the films with substrate temperature. 
Further, we have also noticed that Eg is dependent on the film thickness; 
as t increases Eg is observed to increase as has been reported for a 
number of other films [19,20]. Refractive index (n) of the films is 
observed to decreases with increase of wavelength (Fig. 2 (b)). Further, n 
is observed to be high for the films coated at low substrate temperatures 
and found to decrease with increased temperature of the substrate. Such 
decrease suggests the increased fraction of crystal grains in the films 
with increase of substrate temperature [21]. We have also noticed 
decrease of n as the thickness of the films is increased similar to optical 
bandgap. 

3.3. Structural analysis 

3.3.1. X-ray diffraction studies 
The X-ray diffractograms of the films (Fig. 3) deposited on silicon 

substrate (at 400 K and at sputtering pressure 16.3 mTorr) exhibited 
peaks from reflections of (0 2 1) and (4 2 1) planes of monoclinic WO3 
crystalline phase (JCPDS card No-24-0747). The diffractograms of the 
films sputtered at T ¼ 600 K and at sputtering pressure 17.6 mTorr 
exhibited additional peaks due to reflections from (0 0 1) and (0 0 2) 
planes. This observation suggests increased fraction of crystallites in the 
films as temperature of the substrate is increased [22–24]. Average 
crystallite size was calculated from the diffractograms using 

Fig. 2. (a) Tauc plots for evaluating optical band gap of the WO3 thin films (b) Variation of refractive index with the wavelength of the WO3 thin films prepared 
under different conditions. 

Table 3 
Optical characteristics of the films.  

Sputtering 
pressure (m 
Torr) 

Substrate 
temperature 
(K) 

Transmittance 
(%) 

Optical 
bandgap 
(eV) 

Refractive 
Index (at λ 
¼ 550 nm) 

16.3 400 46 2.65 (t ¼ 770 
nm) 

2.37 

600 61 2.56 (t ¼ 900 
nm) 

2.29 

17.6 400 84 2.79 (t ¼ 884 
nm) 

2.34 

600 35 2.35 (t ¼ 918 
nm) 

2.31  

Fig. 3. XRD profiles of WO3 thin films.  

Table 4 
Crystallite sizes from XRD studies.  

Sputtering Pressure (mTorr) Substrate 
Temperature (K) 

Crystallite size (nm) 

16.3 400 60 
600 76 

17.6 400 56 
600 40  
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Debye-scherrer formula and it is found to be in the range of 38–60 nm 
(Table 4). 

3.3.2. Raman spectra 
Raman spectra of these films (Fig. 4) exhibited two prominent 

vibrational bands at 808 and 955 cm� 1 and a feeble kink at 345 cm� 1. 
Tungsten ions occupy Td and Oh positions in WO3 films. Weak vibra-
tional band observed at low energy side viz., 345 cm� 1, represents the 
bending vibrations of WO6 structural units, whereas the bands located at 
807 and 955 cm� 1 are attributed to asymmetric stretchings of W–O and 
W––O bonds of WO4 structural units, respectively [20,24,25]. As the 
temperature of the substrate is raised from 400 K to 600 K (at a fixed 
sputtering pressure viz., 17.6 mTorr) the intensity of asymmetrical 
vibrational bands observed at 808 and 955 cm� 1 is observed to increase. 
A similar variations in the intensity of these bands is visualized with the 
rise of sputtering pressure from 16.3 mTorr to 17.6 mTorr at a fixed 
substrate temperature. This observation suggests the substrate temper-
ature plays a dominent role in increasing the structural disorder of the 
films which facilitate the increase of electrochromism. Fig. 4. Micro-Raman spectra of WO3 thin films.  

Fig. 5. FE-SEM images of WO3 thin films a) 16.3 mTorr, 400 K and b) 16.3 mTorr, 600 K c) 17.6 mTorr, 400 K and d) 600 K.  

Fig. 6. Particle sizes from FE-SEM images at 600K a) 16.3 mTorr, b) 17.6 mTorr.  
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Fig. 7. Energy dispersive spectra of WO3 thin films deposited a) at 16.3 mTorr, 400 K and b) at 16.3 mTorr, 600 K, c) at 17.6 mTorr, 400 K and d) 17.6 mTorr, 600 K.  

Fig. 8. Surface topography of the films in 3D prepared at a) 16.3 mTorr, 400 K, b) 16.3 mTorr, 600 K, c) 17.6 mTorr, 400 K and d) 17.6 mTorr, 600 K.  
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3.3.3. Surface morphology and composition 
In Fig. 5 FE-SEM images of WO3 films are shown; images indicate, the 

films consist of nano sized particles dispersed randomly over the surface. 

The size of these particles is observed to be reliant strongly on temper-
ature of the substrate and sputtering pressure. To be more specific, the 
films deposited at 400 K substrate temperature (at sputtering pressure 

Fig. 9. Average grain size distribution curves of the WO3 thin films prepared at a) 16.3 mTorr, 400 K b) 16.3 mTorr, 600 K, c) 17.6 mTorr, 400 K and d) 17.6 mTorr, 
600 K. 

Fig. 10. Cyclic voltammograms of WO3 thin films swept between � 2.0 V and þ2.0 V with Ag/AgCl as reference electrode measured at different scan rates.  
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16.3 mTorr) found to be consisting of the particles of the size varied 
between 13.19 and 34.51 nm and when substrate temperature is raised 
to 600 K, size of these particles is found to increase and it is in the range 
of 15.04–50.90 nm (Fig. 6). However, sputtering pressure seemed to 
have little influence on the size of the particles. In addition, an increased 
fraction of the crystal grains is also observed in these films with increase 
of substrate temperature; such increase makes films more suitable for 
electrochromic devices since such films are more conducive for easy 
migration of ions [24,26,27]. The chemical composition of the films was 
analyzed using EDS spectra. The spectra of the films (Fig. 7) suggested 
the stoichiometry of tungsten and oxygen are within the expected ratio 
(viz., 1:3). 

The topography (AFM images) of these films is found to have 
columnar structure (Fig. 8) with uneven distribution of nano crystallites; 
images of these films (sputtered at substrate temperature 400 K) and at 
both sputtering pressures, the size of the crystal grains is observed 
relatively low when compared with that in the films, sputtered at the 
substrate temperature 600 K. Moreover, in the films sputtered at T ¼
600 K, a coagulation of the grains with some voids is visualized on the 
surface of these films. Average size of the grains estimated from these 
images is found to be nearly the same as that observed from FE-SEM 
images (Fig. 9). 

3.4. Electrochemical studies 

3.4.1. Cyclicvoltammetry 
The working electrode (tungsten oxide films coated on ITO substrate) 

current is measured in an electrolyte (a mixture of LiClO4 and propylene 
carbonate) in the range of potential swept between � 2.0 and þ2.0 V at 
different scan rates (100 mV/s, 200 mV/s and 300 mV/s) and presented 
in Fig. 10. The current (due to the diffusion of Liþ) across the working 
electrode is observed to increase with increase of scan rate. 

We have observed a gradual color change of the tungsten bronze 
(from light blue to dark blue) during the negative potential scan (� 2 to 
0 V); this is obviously because of reduction of W6þ into W5þ ions in the 
films due to the diffusion of electrons. During the positive voltage scan 
(0–2 V), the color of the films appeared to be gradually colorless 
(bleaching process); this is because during this cycle, the electrons 
(W5þ→W6þ þ e� ) and even Liþ get ejected from the films. Such ejection 
of charge carriers accounts for the observed decrease in the current 
during this scan (Fig. 10). When these measurements were repeated in 
the reverse direction we have obtained a hysteresis loop (instead of 
getting a retraced curve). Such loop indicates a complete reduction- 
oxidation reaction process (electrochemical process) [28]. 

Diffusion of Liþ ions into the film is calculated using well known 
Randell- Sevcik equation  

ip ¼ 2.72 � 105 D1/2 n3/2 Co v1/2.                                                       (1) 

In Eq. (1), ip represents peak value of cathodic current (amp), n 
stands for No. of ions participated in the reaction, D is the coefficient of 
diffusion (cm2/sec), Co represents electrolyte concentration (M) and v 

represents rate of voltage scan in mV/sec. 
Diffusion coefficients were evaluated as per Eq. (1) for the films 

deposited under different conditions and tabulated in Table 5. D is found 
to be relatively larger than those reported earlier in several other films 
[1,2,26,29]. This is mainly due to the variations in the morphology of 
the films in the current study. 

3.4.2. Chronoamperometry (CA) 
Chronoamperometry fast is a step potential technique used for 

measuring processes of coloration and bleaching response time of the 
films. The process consists of stepping the working electrode (WE) po-
tential from a value at which no faradaic reaction occurs to the potential 
up to which there is no detectable electroactive species’ in the electro-
lyte. In Fig. 11, we have shown switching response of the current under 
step voltage application. During measurement, the potential raised from 
� 0.5 V to þ0.5V for 5 s. During the process of bleaching, the higher 
current arises due to the diffusion of Li ions (from electrolyte) to tung-
sten bronze and the fast decay of current occurs because of ejection of Li 
ions from LixWO3 as per the chemical process WO3 ↔ LixWO3. Whereas 
in the transition of insulator to conductor behaviour the coloration is 
sluggish [30]. Response time for the process of coloration (tc) and 
bleaching (tb) were evaluated using current transient time data (Fig. 11) 

Table 5 
Diffusion coefficients of lithium ions.  

Sputtering pressure 
(mTorr) 

Substrate temp. 
(K) 

Diffusion coefficient of Liþ ions cm2/sec 
at different scan rates 

100 (mV/ 
sec) 

200 (mV/ 
sec) 

300 (mV/ 
sec) 

16.3 400 1.69 �
10� 16 

4.09 �
10� 17 

2.11 �
10� 17 

600 7.51 �
10� 17 

2.70 �
10� 17 

1.44 �
10� 17 

17.6 400 7.86 �
10� 17 

2.82 �
10� 17 

1.68 �
10� 17 

600 3.20 �
10� 18 

0.79 �
10� 18 

0.68 �
10� 18  

Fig. 11. Chronoamperometry curves of WO3 thin films prepared at 
different conditions. 

Fig. 12. Chronocoulometry curves of WO3 thin films prepared at 
different conditions. 
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and were found to be tc ~0.45 s and that of tb ~0.25 s. Such low values tc 
and tb suggest fast color-bleach kinetics. Further, the comparison of 
these two values indicate, bleaching process is quicker than the coloring 
rate regardless of the nature of mechanisms that are controlling these 
two processes. To elaborate more on these phenomenon, the bleaching 
speed is controlled by space charge limited current flow of cations across 
the film, whereas during coloring, potential barrier at the WO3 – elec-
trolyte interface and the number of Liþ ions that are diffused into the 
film, play a major role. Values of tc and tb obtained in the current study 
are found to be lower when compared to those reported for various other 
films by different researchers earlier [28]. 

3.4.3. Chronocoulometry (CC) 
The concentration of Liþ ions intercalation and deintercalation with 

respect to time was performed by using chronocoulometry for the films 
in the interval of potential from – 0.5 V to þ 0.5 V for a time interval of 
10 s. Fig. 12 represents, the plot of intercalated charge vs time transient 
for WO3 film. In the positive scan the charges are intercalated into the 
film through diffusion and the coloration of the films takes place due to 
reducing of tungsten ion from hexavalent to pentavalent state. In the 
backward scan, intercalated charge is ejected by the film and the W5þ

ions oxidized to W6þ state and as a result the process of bleaching takes 
place [28]. Reversibility factor of these films is evaluated using the 
fraction of charge deintercalated (Qdi) to the intercalated charge (Qi). 
Values of Qi and Qdi are found to be 8.7 mC and 8.0 mC, respectively, for 
all the films and the corresponding intercalated charge density was 
found to be 6.96 mC/cm2. The reversibility (Qdi/Qi) of the films pre-
pared under different conditions is found to be 91%. This result suggests 
the substrate temperatures and sputtering pressures are optimal values 
for obtaining such a superior value of reversibility. 

3.4.4. Optical transmittance of films after coloring and bleaching 
Optical transmission of the films in the bleached and colored con-

ditions of WO3 films was registered in the spectral region of 300–1100 
nm and shown in Fig. 13. As expected, transmittance of the films was 
found to be decreased after coloration. However, optical modulation is 
observed to be higher for the films sputtered at higher oxygen partial 
pressure; this attributed to increased crystallinity of the films at higher 
pressure. 

Coloration efficiency η of WO3 thin films at a fixed wavelength can be 
correlated with the optical contrast (i.e., the change in optical density, 
ΔOD and with charges intercalated Qi ¼ q/A, where A stands for elec-
trode area) by the relation [31].  

η ¼ ΔOD ∕ Qi ¼ log (Tb/Tc) ∕ (q/A).                                                (2) 

In Eq. (2), Tb and Tc represents transmittance of the films during 
bleaching and coloring modes, respectively. Coloration efficiency of the 
films is found to varied between 35.90 and 150.05 cm2/C with deposi-
tion parameters adopted and it is found to be larger than the values 
reported earlier for these films [32]. A brief summary of the data optical 
transmittance and other related parameters of the studied films is 
tabulated in Table 6. 

Fig. 13. Transmittance spectra of WO3 thin films recorded in coloring and bleaching states.  

Table 6 
Coloration efficiency of the films.  

Sputtering 
Pressure (mTorr) 

Substrate 
temp. (K) 

Optical 
density, Δ 

Coloration efficiency, η 
(cm2/C) at λ ¼ 650 nm 

16.3 400 0.249 35.90 
600 0.126 18.11 

17.6 400 0.508 73 
600 1.047 150.05  
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4. Conclusions 

Thin films of WO3 were prepared at two sputtering pressures and 
substrate temperatures by DC Magnetron sputtering on to silicon wafer, 
quartz glass and indium doped tin oxide coated glass (ITO). Thickness 
and roughness of these films (which affect the physical characteristics of 
the films) were observed to be dependent on the conditions of deposi-
tion. The optical properties revealed that transmittance of the films in 
the visible region is ~84%. The XRD, FE-SEM and AFM studies have 
indicated the films embedded with crystal grains and the degree of 
crystallinity is observed to increase with increasing of substrate tem-
perature. XRD studies further confirmed that the crystal grains 
entrenched in the films possess the monoclinic structure. The structural 
analysis of the films is further evaluated by Raman spectral studies; these 
spectra have exhibited both bending and stretching vibrational modes of 
W–O linkages in WO3 crystallites. Morphological studies indicated that 
as substrate temperature is increased the size of the particle increases 
and coagulation of particles also takes place. The energy dispersive 
spectra of confirmed stoichiometry of the films. Coloration efficiency 
and response time for coloring and bleaching of the films are found to be 
dependent on sputtering pressure and substrate temperature. Coloration 
efficiency of WO3 films prepared with the optimal conditions in the 
current study is found to be higher than that reported earlier by several 
other authors. Hence the films coated by using DC Magnetron sputtering 
at the mentioned substrate temperature and sputtering pressure are the 
optimal values for fabrication of electro chromic device with high 
coloration efficiency. 
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Abstract 
The aim of this article is to take a broad view of dominations in bipolar fuzzy graphs(or) f-graphs. A set S⊆ V is assumed to be fuzzy 
dominating set of a f-graph G= (σ, μ), if for each v ϵ V – S ∃ u ϵ S ∋ u dominates v. we discuss the perception of domination in regular 
bipolar f-graphs (γrbf) and overall domination in regular bipolar f-graphs. We extended our study to dominations in Irregular bipolar f- 
graph (γIrbf)and total domination in Irregular bipolar f- graphs. Establish the relation between the neighborly irregular f-graphs and 
highly irregular bipolar f-graphs. We studied properties of regular bipolar f-graphs and irregular bipolar f-graphs. Some results are 
derived related to various dominations in bipolar fuzzy graphs or f-graphs. 
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INTRODUCTION 
To study many real world problems Graph theory is a helpful 
tool. Nowadays, graphs do not represent many real world 
problems due to uncertainty of the parameters of systems. The 
work [1] introduced a fuzzy set idea after that Rosenfeld initiated 
fuzzy graphs. In various disciplines fuzzy set theory become a 
dynamic part of research like as signal processing, artificial 
intelligence, computer networks, life sciences, robotics, automata 
theory, medical sciences etc. The ides of “bipolar fuzzy sets 
(BFSs)” was presented by [5] in 1994 with the innovation of 
membership values to the components of universal set varies 
from -1 to 1.According to the classification of a BFS, if the part is 
inappropriate to the consequent possessions the membership 
significance of that element is 0.The membership range (0, 1] of a 
component shows that the component rather fulfills the 
possessions, & membership range [-1, 0) of a component 
indicates that the component rather fulfills the hidden counter 
property. Non negative data signifies what is approved to be 
likely, while negative data signifies what is measured to be 
impossible. The work [6] presented “regular f- graphs and totally 
regular f-graphs”. In 2011, Akram [7] [8] defined bipolar fuzzy 
graphs (BFG). Come to of graph theorists numerous authors have 
accomplished exceptionally intriguing work with regards to the 
domination related themes. In this article we develop domination 
in “regular bipolar fuzzy graphs” (γrbf), domination in IRBFG 
(γIrbf), and dominations in totally IRBFG. We discussed various 
applications on bipolar fuzzy graphs (or) f-graphs.  

 
PRELIMINARIES 
Let S bean Universal set. Consider Fuzzy set B in S is signified by 
B = {(p, µB(p)): µB(p) ˃ 0, pϵ S}, where the functionµB: S→ [0, 1] 
be the membership value of element p in fuzzy set B. Consider a 

f-graph ( ), ,G V  = be the non-empty set V together with a 

pair of functions  : 0,1V → and

  ( )  : 0,1 , , , min ( ), ( )V V x y V x y x y    →    . 

 If ( )  , min ( ), ( ) ,x y x y x y V  =   , then 

the fuzzy graph is assumed to be complete. The degree of vertex 
x is d (x) = ∑ µ(x, y).(x,y)ϵξ The minimum &maximum degree of the 

FG is ( ), ,G V  = is given byδ(G) = ∧ {d (x)/x ϵV}, ∆(G)=∨ {d 

(x)/ xϵ V}respectively. td(x) = d(x) + σ (x) is assumed to be total 
degree of a node x which is belongs to V. Fuzzy graph G = (V, σ, µ) 
is assumed to be k-regular [6], if degree of each vertex (or) node 
is k. i.e. d(v) = k, +ve real number, ⩝ v ϵ V. If for every node of G, it 
has identical total degree k, then G is assumed to be a “k-totally 
regular fuzzy graph” or f- graph. An f-graph (FG) is said to be 
irregular f-graph if any two neighboring nodes of f-graph having 
different degrees. The FG is said to be neighborly irregular, if 
each two neighboring nodes of graph have distinct degrees. The 
FG is said to be totally irregular, if there will be a node that is 
adjacent to nodes with separate total degrees. And also a FG is 
assumed to be neighborly total irregular, if every 2 adjacent 
nodes have different total degrees. And also a FG is named highly 
irregular [14],if each node of G is neighboring to nodes with 
different degrees.  

 
Definition 2.1: Deliberate ψ be a non-void set.βis a BFS in the 
form {(m, µβ

+(m), µβ
−(m)) / m ϵ ѱ} where µβ

+ : ѱ→ [0, 1] &µβ
−: ѱ → 

[-1,0] are mappings. Hereµβ
+(ѱ) Is used to symbolize the non-

negative membership degree of component m, negative 
membership degree is denoted by µβ

−(ѱ) of a component m. If 

µβ
+(m) ≠0 as well asµβ

−(m) = 0, it means that m is having just +ve 

fulfillment for β. If µβ
+(m) = 0 &µβ

−(m) ≠0 it means the condition 

that m does not fulfill the property β, but fulfills the contradict 
property of β.  
A bipolar f- graph ξ = (V, α, β) where α = (µα

+,µα
−) is a BFS in V and 

β = (µβ
+,µβ

−) is a BFS in S⊆ V X V, ∋ µβ
+ ({m,n}) ≤ min ((µα

+(m), 

µα
+(n)) and,µβ

− ({m,n}) ≥ max ((µα
−(m), µα

−(n)), ⩝ {m,n} ϵS. Hereα 

is the bipolar f- node set of V, and β be the bipolar f- edge set of S. 
 
Definition 2.2: Let ξ = (V,α, β) be a BFG. If entire nodes having 
equivalent open neighborhood degree k, at that point G is 
specified as k-RBFG. The “open neighborhood degree” of a node 
m in ξ is determined by deg(m)or simplyd (m)=((d+(m),d−(m)) 
whereasd+(m)=∑ µα

+
xϵV (m) andd−(m)=∑ µα

−
xϵV (m). 
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Definition 2.3: Let ξ = (V,α, β) be a RBFG. The order of a RBFG 
is ξO (ξ)= (∑ µα

+
xϵV (m), ∑ µα

−
xϵV (m)). The size of a RBFG ξ is S (ξ) = 

(∑ µβ
+

pqϵS (mn), ∑ µβ
−

pqϵS (mn)). 

 
Definition 2.4: Letξ = (V,α, β) be a BFG. If every node of ξhas 
equal closed neighborhood degree p, then ξ is said to bep-totally 
RBFG. The “closed neighborhood degree” of a node p is distinct 
by d+[m] = d+(m) + µα

+(m), d−[m] = d−(m) + µα
−(m). 

Definition 2.5: Consider a BFG ξ = (V,α, β) whose arc is termed 
effective if µ+ (m n) = min { µ+ (m), µ+ (n)}, and µ- (m n)= max{ µ- 
(m), µ- (n)}, ⩝ m n ϵ S. It is denoted by µS (m n) = (µS+(m n),µS-(m 
n)). The effective degree of a node v in BFG ξ, signified by dS (v) is 
distinct as dS(v) = ∑m nϵS (µS+(m n), µS-(m n)). 
Definition 2.6: Consider a BFG ξ = (V,α, β). Degree of a node in 
BFG ξ, signified by d(v) is distinct as d (v) = ∑mnϵS (µ+(m n), µ-(m 
n)). 
 
Proposition 2.7: In a RBFG ξ = (V,α, β), Order O(ξ) and S(ξ) Size 
of a BFG are equivalent & i.e., also equal to closed neighborhood 
degree of a Bipolar f- graph. 
 
Proof: Given ξ is a RBFG.  
This means all nodes are having equal level (or) degree. 
It is possible only when the membership values for all nodes is 
same and nodes are connected to each other. 

 
We have dN[p]= O (ξ), ∀ p∈ V ……….(1) 

And also we know that S (ξ) = (∑ µβ
+

pqϵS (pq),∑ µβ
−

pqϵS (pq)) 

= (∑ µα
+

pϵV (p), ∑ µα
−

pϵV (p)) = O (ξ) ∀ p∈ V …….(2) 

From (1) and (2) we get dN [p] = O(ξ) = S(ξ). ∀p∈ V. 
 
Proposition 2.8: In a RBFG ξ = (V,α, β)neighborhood degrees, 
effective degrees and degrees are the same for any node in ξ. 
i.e.d(m) = dS(m) = dN (m), ∀ m∈ V 
 

Proposition 2.9: The size S (ξ) of a p-RBFGξ is
pk

2
, where 

cardinality of v is k. i.e.;|V|=k. 
 
Proposition 2.10: If ξbe a q-totally RBFG, then 2S(ξ) + O(ξ) = qk, 
cardinality of v is k. i.e.; where |V|=k. 
 
Proposition 2.11: If ξbe the both “p-regular &q-totally regular 
bipolar f- graph (FG)”, then the order of ξ is distinct byO (ξ) = K (q 
- p), where cardinality of v is k. i.e.;|V|=k. 
 
Properties 2.12: For a bipolar fuzzy graph 
(i). O (ξ) – ΔE+ ≤ O (ξ) – δE+ 

(ii). O (ξ) – ΔN+ ≤ O(ξ) – δN+ 

 
Definition 2.13: Consider a BFG ξ= (V, α,β), where α =(µα

+,µα
−) 

and β =(µβ
+,µβ

−) be 2BFSson a non-void finite set V & S⊆ V x V 

correspondingly. ξis known as IRBFG if there exists a node that is 
adjacent to a node with different levels.ξis supposed to be totally 
IRBFG if ∃ a node that is adjacent to a node with different total 
degrees. 
 
Definition 2.14: The cardinality of V, i.e.; amount of nodes is 
termed as the order of a BFG ξ = (V,αβ) and is signified by | V| (or 

O (ξ)), and determined by O(ξ) = |V| =∑
1+µα (m)+

+ µα(m)
−

2m∈V , the no. of 

elements in a set of S, i.e.; amount of edges is termed as size of 
BFG ξ = (V,αβ) and is signified by |S| (or S(ξ)), and described as S 

(ξ) = |S| =∑
1+µβ(mn)+

+ µβ(mn)
−

2m∈V . 

 
Definition 2.15: Let ξ = (V,αβ) be a connected BFG. ξis called 
neighborly irregular f-graph if degree of each two adjacent nodes 
ofξ is different. ξis named neighborly totally IRBFG if for each 2 
adjacent nodes of G having separate total degrees. 
 
DOMINATIONS IN BIPOLAR FUZZY GRAPHS 
Definition 3.1: The strength of connectedness between two 
nodes a & b is µ∞(a, b) = sup { µk (a, b) / k = 1, 2,……} whereasµk 
(a, b) = sup { µ(aa1) ∧ µ (a1a2)….. ∧ µ (ak-1b)/ a1……..ak-1 ϵ V}. 
 
Definition 3.2 : An arc (a, b) is said to be strong edge in a BFG, ξ 
= (V, E) if µ2

+(a, b) ≥(µ2
+)∞ (a,b) &µ2

−(a, b) ≥(µ2
−)∞ (a,b) whereas 

(µ2
+)∞ (a,b) = max {(µ2

+)k (a, b) / k = 1,2,….n} and (µ2
−)∞ (a,b) = 

min {(µ2
−)k (a, b) / k = 1,2,3,….n}. 

 
Definition 3.3: A subset S of V is said to be a dominating set in ξ 
if ⩝v ϵ V – S, ∃ u ϵ S ∋ u dominates v. A dominating set S of a 
bipolar f- graph (BFG) is known to be “minimal dominating set” if 
no appropriate subset of S is a dominating set. The minimum 
cardinality between all minimal dominating set is named lower 
domination number of ξ, and is signified by dB(ξ). The maximum 
cardinality between all “maximal dominating set” is said to be 
upper domination number of ξ, and is signified by DB(ξ). 
 
Definition 3.4:Let ξ be a BFG on G*. If there is a node that is 
neighboring to node with different neighborhood degrees, then ξ 
is said to be an IRBFG. i.e.,deg (m) ǂ n ⩝ m ϵ V.  
 
Definition 3.5: A Dominating set D of a BFG ξis known 
Domination in IRBFG, if ξ is an IRBFG. 
 

 

 
Fig. 1 



 

DOMINATION IN REGULAR AND IRREGULAR BIPOLAR FUZZY GRAPHS  
 

 

                          Journal of critical reviews                                                                                                                         795 

 
 

 
In Fig 1, deg(V1) = (0.9,-0.4 ), deg(V2) = ( 1.4,-0.7), deg(V3) = ( 
1.6,-0.9), deg(V4) = (0.6,-0.6), deg(V5) = (1.1,-0.9), deg(V6) = ( 0.8,-
0.7 ) 
The vertex cardinality of FG in Fig 1 is  
0.75+0.7+0.55+0.7+0.35+0.45=3.5 
That is the order of the IRBFG is O (ξ) = 3.5. 
The Edge cardinality of FG in Fig 1 is  
0.65+0.65+0.6+0.6+0.55+0.6+0.5+0.4 = 4.55.  
That is the size of IRBFG is S (ξ) = 4.55 
Here Domination set D is {V2, V4}. 

 Minimum fuzzy cardinality is γirbf = (1.1, -0.3) 
Definition 3.6: A Dominating set S of a BFGξ is known 
Domination in RBFG, if ξ is a regular bipolar f- graph (RBFG). 

 

 
Figure 2 

 
deg (V1) = (0.8, -0.6), deg (V2) = (0.8, -0.6), deg(V3) = (0.8, -0.6), 
deg(V4) = (0.8, -0.6), deg(V5) = (0.8, -0.6).Since the degrees are 
equal, it is a RBFG. Domination set is {V2, V4}. Minimum fuzzy 
cardinality is γrbf = (0.5, -0.5) 
 
Definition 3.7: Let ξbe a BFG without isolated nodes. If for every 
node v ϵV, ∃ a node u ϵ S, u ≠v ∋ udominates v then set S is 
named a Total domination set of bipolar fuzzy graph ξ = (V, α, β). 
 
Definition 3.8: If there will be no appropriate subset of S is a 
“total dominating set” of a bipolar f- graph G is said to be minimal 
total dominating set. 
 
Definition 3.9:A lower total dominating number of ξ is distinct 
as the “minimum cardinality of a minimal total dominating set” ξ, 
and it is signified by tB(ξ). 
 
Definition 3.10: The “maximum cardinality of a minimal total 
dominating set” is known as upper total dominating number of ξ, 
and it is signified by TB(ξ).  
 
Corollary 3.11: For any BFG, ξ = (V,αβ) without isolated nodes, 
dB (ξ) = O(ξ) /2 and dB (ξ) ≤ O(ξ) – Δ. 
 
Corollary: In a RBFG, OP(ξ) = SP(ξ);  
and ON(ξ) = SN(ξ).  
 
Theorem3.12: For a BFG, tB (ξ) = OB(ξ) iff each node of ξhas a 
only one neighbor. 
 
Proof: Suppose each node of ξhas a single neighbor, then node 
set v be the only “total dominating set” of G then tB (ξ) = OB(ξ). 
Conversely, assume that tB(ξ) = OB(ξ).  
If ∃ a node a with neighbor b and c then b– {a} is “total 
dominating set” of ξSo that tB(ξ) ≤ OB(ξ) which prompts logical 
inconsistency. Hence each node of ξ has single neighbor. 
 

Theorem 3.13: Every complete BFG is a totally RBFG. 
 
Theorem 3.14: Let ξ = (V,α, β) be a BFG. Then α =(µα

+, µα
−) is a 

constant function iff the next are the same. 
(a). ξ is a RBFG 
(b). ξ is a totally RBFG 
 
Proof: Assume that α =(µα

+,µα
−) is a constant function. Let µα

+(m) = 
C1 and µα

−(m) = C2⩝ m ϵ V.  
(a) ⇒(b); suppose that ξ is n-RBFG, then deg+(m) = n1 and deg-

(m) = n2⩝m ϵV. So 
deg+[m] = deg+ (m) + µα

+(m),  
deg-[m] = deg-(m) + µα

−(m) ⩝ mϵ V.  
Thus deg+[m]= n1+ C1, deg- [m]= n2+ C2⩝ m ϵ V. 
Hence ξ is totally RBFG. 
(b)⇒(a); presume that ξ is a totally RBFG, then 
deg+[m] =K1, deg-[m] =K2⩝ p ϵV. 
Thus ξ is a RBFG. 
 
Theorem 3.15: Let us considerξ be a BFG.ξis highly IRBFG& 
neighborly IRBFG, iff the levels of all nodes of ξ are different. 
 
Proof: Let ξ = (V,αβ) be a BFG where α=(m1+, m1-) and β=(m2+, 
m2-) be two BFSs on a non-void finite set V and 
V×Vcorrespondingly. Let V={v1, v2 …vn}. We suppose that ξ is 
highly irregular and neighborly IRBFG. Let the adjacent nodes of 
u1 be u2, u3, …un with degrees (k2+, k2- ), (k3+, k3- ), (k4+, k4- )…...(kn+, 
kn-) correspondingly. As ξ is highly and neighborly irregular, 
d(u1) ≠d(u2) ≠ d(u3) ≠……. d(un). So it is understandable that all 
nodes are of separate degrees. 
On the contrary presume that the degree of every nodes of G is 
different. This implies that each two neighboring nodes take 
different levels & to each node the adjacent nodes have separate 
degrees. Thus G is highly irregular &neighborly irregular f- 
graphs. 
 
Theorem 3.16: If a BFGξ is both totally regular&regular, then α= 
(µα

+,µα
−) is a constant function. 

Proof: Let ξbe a RBFG and also totally RBFG, then 
deg+(m) = n1, deg- (m) = n2 ⩝ m ϵ v, deg+[m] = K1, deg- [m]=K2⩝ m 
ϵV. Now  
deg+[m] = K1 

⇒deg+(m) + µα
+(m)= K1 

⇒ n1 + µα
+(m) = K1 

µα
+(m)= K1 - n1⩝ m ϵ V  

Similarly µα
−(m) = K2 – n2⩝ m ϵ V 

Hence α= (µα
+, µα

−) is a constant function. 
 
Theorem 3.17: A BFGξ of G*, whereas G*be the cycle with nodes 
3 is highly IRBFG &neighborly irregular, iff every pair of nodes 
having distinct positive as well as negative membership values. 
 
Proof: Assume that nodes of BFGξhaving distinct positive 
membership and negative membership values. 
Let Vi, Vj, Vk ϵ V. Given that, µα

+(Vi) ≠ µα
+(Vj)≠ µα

+(Vk) and, µα
−(Vi) 

≠ µα
−(Vj)≠ µα

−(Vk), which implies that  
∑ µα

+
xϵN(x) (Vi) ≠ ∑ µα

+
xϵN(x) (Vj) )≠ ∑ µα

+
xϵN(x) (Vk ) and∑ µα

−
xϵN(x) (Vi) 

≠ ∑ µα
−

xϵN(x) (Vj) )≠ ∑ µα
−

xϵN(x) (Vk ). That is deg (vi) ≠ deg (vj) ≠ 

deg (vk) Therefore G = (V, σ, μ) is neighborly irregular & highly 
IRBFG. 
On the contrary, suppose that G is highly irregular &neighborly 
irregular. 
Let deg (Vi = (Ki, li), I = 1,2,…,n.  
Assume that +ve& -ve membership value of any 2 nodes are 
equal.  
Let V1, V2 ϵ V. Let µA

P(V1) =µA
P(V2) and µA

N(V1) =µA
N(V2).  

Then deg (V1) = deg (V2), seeing as G* bea cycle that is a 
disagreement to fact that G=(V, σ, μ) is neighborly irregular & 
highly IRBFG. Therefore +ve& -ve value of nodes are all 
dissimilar. 
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Definition 3.18: A BFG ξ is said to be neighborly totally IRBFG, if 
ξ is neighborly IRBFG&(µα 

+ ,µα
−) is a constant function. 

 
Theorem 3.19: Consider a dominating set S of a BFG, ξ = 
(V,α, β).Sis said to be a minimal dominating set, iff∀ s ϵ S any one 
of the subsequent conditions holds. 
(i). s is not a strong neighbor of any node in S.  
(ii). There is a node v ϵ V – S∋N(v) ∩ S = s. 
 
Proof: suppose that S be the “minimal dominating set” ofξ. At 
that time for each node s ϵ S, S - s is not a dominating set. Thus ∃v 
ϵ V - (S – {s}) that is not dominated by any node in S – {s}. If v= s, 
then v is not strong neighbor of any node in S.  
If v ≠s, v is not dominated by S – {v}, however dominated by S, 
then node v is a strong neighbor only to s in S. That is N(v) ∩ S = 
s. 
On other hand suppose that Swill be a dominating set & for every 
node s ϵ S, one of the given 2 conditions holds. Presume S is not a 
“minimal dominating set”, then ∃ a node s ϵS, S – {s} is a 
dominating set.  
Therefore s is a strong neighbor to at least one node in S – {s}, the 
first condition one does not hold.  
If S – {s} is a dominating set then each node in v - S is strong 
neighbor to at least one node in S -{s}, the 2nd condition does not 
hold that contradicts our supposition that at least one of the 
conditions hold. Hence S is a “minimal dominating set”. 
 
APPLICATIONS 
Suppose, in a city planning, city routes are to be so designed that 
the member of accidents should be minimized. Now, the number 
of accidents depends on many factors, like traffic system, road 
conditions, number of crossing between routes, etc. To solve this 
route planning problem, keeping in mind these factors, in a 
mathematical way, we convert the problem into a bipolar f- 
graph model. In this bipolar f- graph consider routes as edges 
and nodes are the transporting points. As the transporting points 
have no contribution to this problem, the membership values for 
all the nodes are taken as [-1, 1]. The +ve membership values of 
arcs on chances of accidents in the corresponding route. The -ve 
membership values of arcs are assigned some grade between -1 
and 0 depending on traffic system available for that route. The 
gradation corresponding to traffic system is conceptually taken 
as negative since a better traffic system can decrease the chances 
of accidents. 
 
CONCLUSION 
Fuzzy graph theory is tremendously applied in Software 
Engineering applications. In this article explicit sorts of BFGs 
have been discussed. We discussed IRBFG, neighborly irregular, 
totally & highly IRBFGs. We have initiated the ideas of 
dominations in regular bipolar f- graphs and domination in 
IRBFGs. The expansion of this explore work is related with 
neural networks, roughness in graphs, geographical data system, 
soft graphs and soft hyper graphs. 
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Abstract:The aim of the article is to sum up the different dominations on graphs. The following article holds the idea of Domination in Planar graphs, 
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1. INTRODUCTION 
The fundamental thought of graphs was first presented in 
eighteenth era by Swiss mathematician Leonhard Euler. His 
endeavors and inevitable answer for the popular 
Konigsberg bridge problem portrayed is ordinarily cited as 
root of theory of graph. He wrote an article on seven bridge 
konigsberg issue which was brought out in 18

th
 century is 

considered to be the initial article in the former times 
of theory of graph. Since, 50 years theory of graph has 
incredible advancements due to its correspondence with 
and application in couple of locales like Natural Sciences, 
Technology, Information System Research and so on. The 
quickest developing region in theory of graph is domination. 
The analysis of dominating set in theory of graph was 
initiated by Ore and Berge.  Kulli and Patwari analyzed 
about the total edge domination number of graphs. The 
issue of choosing two disjoint arrangements of transmitting 
stations with a goal that one set can give admiration on 
account of disappointment of portion of the transmitting 
stations of the other set. This drove them to characterize 
the Inverse domination number. The Inverse domination 
was initiated by V.R. Kulli and Sigarkanti.  
 

2. PRELIMINARIES 
Definition 2.1: A graph is an ordered pair G (V, E) is a finite 
arrangement of nodes and arcs, where V is a limited 
arrangement of nodes and E is a limited assortment of arcs. 
The arrangement E is having components from union of 1 
and 2 component subsets of V. i.e., every arc is either a  1 
or 2 component subset of V. 
 
Definition 2.2: Let G= (V, E) be a graph. Two nodes A & B 
are said to be adjoining if there is an arc e ϵ E so that e = 
{A, B}. Two arcs e1 and e2 known to be adjoining if there is 
a node v so that v is a component of e1 and e2. 

 
 
 
 
 
 
 
 
 
 
 

Definition 2.3: A digraph is an arrangement of objects that 
are connected together, where all the arcs are directed from 
one node to another. In addition, a graph where the arcs 
are biconditional is known an undirected graph.  
 
Definition 2.4: Number of arcs occurrence with node of a 
graph with self-loop tallied twice is called Level of node, it is 
signified by v(x) or degG(x).  
 
Definition 2.5:  A simple graph is where there is exactly one 
arc between each set of distinct nodes is known as 
complete graph and is usually signified by Kn. 

 

 

                                                                   

 

 

 

 
Definition 2.6: A graph G is known as connected if every set 
of nodes in G are associated. 

 

 
Definition 2.7:  Graph that is not associated is said to be 
disconnected. An arc less graph with two or more nodes is 
known as disconnected.  
 

 
Definition 2.8:  In the event that the node V of a Simple 
Graph G= (V, E) is partitioned into 2 subsets ‗u‘ & ‗v‘ to an 

__________________ 
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extent that every arc of G associate a node ‗u‘ & node ‘v‘, 
then G is known as Bipartite Graph. 

                                                        

 
 
 
 
 
 
 
 
 
 
 
Definition 
2.9: If a 
graph is 

traced on a plane in a way that no arcs cross each other is 
known as planar graph. 
 
 
 
       
 
 
 
 
           
Non – Planar Graph Planar graph 
 
 
Remark-1: On the off chance that G = (V, E) be an 
Undirected Graph with e arcs. At such point the level of 
degrees of the vertices in an Undirected Graph is even. i.e., 
 ∑          (V) = 2e, this is called Hand-shaking property. 

 
Remark-2: The utmost numeral of arcs of Simple Graph 

with ‗n‘ nodes is 
      

 
. 

 

3. DOMINATIONS IN GRAPHS 
In 1850, Chess freaks in Europe give thought to issue for 
finding the least numeral of queens that is set on a chess 
board with a goal that each one of the blocks are either 
charged by a queen or inhibited by a queen. The idea of 
Domination came into existence with this problem. It was 
found that five queens are enough to tower over all the 
blocks of (8  8) chess board. Here we are showing two of 

such arrangements of five queens such that all squares are 
dominated is shown in the following Fig 
 
 

 

       
 

 
Two arrangements of queens in 8   8 checker board in 

order to occupy every block by Queens. 
 
Definition 3.1: In a Graph G of dominating set S where each 
node of G is either in S or adjoining to any node in S. The 
domination number γ = γ (G) is the least cardinality of an 
arrangement of domination. The Dominating set problem 
concerns finding a base dominating set. 
                                                 2            4 

 
 
 3 5 6 
                       1 
 

  
  7           8 
                                               

 
 
 
 
For the graph G in Fig. 3, {1,3,5} is dominating set of 
cardinalities 3, {3,6,7,8} is a m dominating set of 
cardinalities four and {2,4,6,7,8} is a dominating set of 
cardinalities five. Hence the least cardinality is γ (G) = 3. 
 
Definition 3.2: An arrangement S of nodes in a graph G (V, 
E) is known as Total Dominating set, on the condition that 
each node v   V is adjoining to a component of S and 

hence   (G) is Total Domination number. For an 

application, we contemplate a PC arrangement where a 
group of servers has capacity to transmit legitimately with 
each PC outside the core group. Also, each document 
server is directly connected to in any event one other 
'backup' file server where copy data is kept. A small group 
with this trait is a γt set constituted to the system. 
 
Definition 3.3: In graph of an edge dominating set G= (V, E) 
is subset S⊆E with the end goal that each arc not in S is 

adjoining to any one arc in S. An edge dominating set is 
otherwise known as line dominating set. 
 
Definition 3.4: A connected dominating set of a graph G is a 
dominating set D whose induced sub graph is also 
associated. 

        

      Q   

             Q      

    Q    

        Q  

   Q     

        

        

Q        
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Definition 3.5: A dominating set S of a graph G is a minimal 
dominating set of G iff every node v in S fulfills in any of the 
accompanying two properties: 
(i).   node w in V(G) – S   Γ (W)   S = {v}. 

(ii). v is adjoining to no node of S. 
 
INVERSE DOMINATIONS IN GRAPHS 
The idea of graphs in the area of dominations found its root 
in 1850‘s with the enthusiasm of few chess players. Out of 
the different uses in the theory of domination, the frequently 
examined is Data bank. Communication system comprises 
of connections at fixed arrangement of sites.  The issue is 
to choose the small arrangements of destinations at which 
the senders are set, so that every other site in the system is 
united by an immediate correspondence connection to the 
plot, which contains a sender. In other word the issue is to 
locate a least dominating set in the graph relating to this 
system. Kulli and Sigarkanti considered the problem of 
determination two disjoint sets of transmitting stations of the 
other set. This drove them to characterize the inverse 
domination number. 
 
Definition 3.6: An arrangement S of nodes in a Graph G is 
a dominating set if each node not in D is nearby any one 
node in S. In the event that V-S contains a dominating set 
say S' of G, at that point S ' is known as inverse 
dominating set concerning S.    
Example: 3.6.1 
                                                 

 
D1 = {2, 4}, D2 = {2, 5} and D3 = {1, 4} are the least 
dominating sets. Their comparing opposite inverse 
dominating sets are D1

* 
= {1, 3, 5}, D2

*
 = {1, 4} and D3

*
 = {2, 

5} respectively. Thus, the domination number of G is γ(G) 
=2 & the inverse domination number of G is     (G) = 2. 

Theorem 3.7: Let d be a positive divisor of a +ve number n. 
Then   a regular graph G on n nodes, for γ (G) =     (G) = 

d.  
Proof: Assume that d is a +ve number and divides n ≥ 1. 
i.e.; n = kd. 

Let V =      
  Vi, where Vi = {vi1, vi2, ……, vid} for 1 ≤ i ≤ d.  

Let G be the graph with node set as V and every node of Vi 
is adjoining precisely to one node of V j, for j   i. Then d(v) 

= k – 1   v ϵ V, so G is k – 1 regular.  

Also, each Vi is a γ – set of G.  

Hence γ (G) = | Vi| = d,     (G) = | Vj | = d. 

 
4. APPLICATIONS 
Over the most recent three decades, a stupendous 
development is seen in theory of graph because of its far-
reaching scope in algebraic, optimization and computational 
issues.  Graph theoretical ideas are usually utilized in OR. 
For instance, the travelling sales-man problem, shortest 
spanning tree in weighted graphs, and finding the most 
limited way between two vertices of graph. For example, 
train and plane ways to cover maximum stations with 
minimum cost included. One of the important applications 
among domination in graph is school transport routing, 
most school give school transports to moving kids to and 
from school and work under specific standards, one of 
which generally expresses that no student will need to walk 
more remote than one kilometer to a transport pickup point. 
Therefore, management ought to develop course to every 
transport vehicle is available in less than one kilometer of 
each student in their designated region. Vehicle ride cannot 
take more than predefined time, likewise, Limit on total 
number of children that a vehicle. Give us a chance to 
consider the graph represent the road guide of city, where 
each link address to a pickup point. 
                                            

 
 

5. CONCLUSION 
The standard purpose of the paper is to explain the 
significance of Graph theory and Dominations in various 
fields like Sciences and Engineering. We examined the idea 
of Dominations in planar graphs, connected graphs and arc 
domination in paths, cycles of related graphs. Also 
expressed some real-life applications where dominations in 
graph is used. We extended our study in Inverse 
Dominations. 
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Abstract:  In this article we discussed prominence of Fuzzy 

Eulerian and Fuzzy Hamiltonian graphs. Fuzzy logic is 

introduced to study the uncertainty of the event. In Fuzzy set 

theory we assign a membership value to each element of the set 

which ranges from 0 to 1. The earnest efforts of the researchers 

are perceivable in the relevant establishment of the subject 

integrating coherent practicality and reality. Fuzzy graphs found 

an escalating number of applications in day to day life system 

where the information intrinsic in the system varies with different 

levels of accuracy. In this article we initiated the model of fuzzy 

Euler graphs (FEG) and also fuzzy Hamiltonian graphs (FHG). 

We explored about fuzzy walk, fuzzy path, fuzzy bridge, fuzzy cut 

node, fuzzy tree, fuzzy blocks, fuzzy Eulerian circuit and fuzzy 

Hamiltonian cycle. Here we studied some applications of Fuzzy 

Eulerian graphs and fuzzy Hamiltonian graphs in real life. 

Key Words: Fuzzy walk, Fuzzy path, Fuzzy Bridge, 

Fuzzy block, Fuzzy Euler graph, Fuzzy Eulerian circuit, 

Fuzzy Hamiltonian cycle. 

I. INTRODUCTION 

The river Pregl was crossed 7 bridges which connected 2 

islands on the river with each other and with opposite banks. 

Euler thought that to have a walk along all the seven bridges 

exactly once by starting from any of the four land areas and 

return to the same starting point.  While proving this problem 

Euler replaced each land area by nodes A, B, C, D and all the 

bridges by an edge joining the corresponding nodes. Using 

this Euler proved that such a route over the bridges of 

Konigsberg is impossible. This method used by Euler in 

solving this problem gave rise to the notion of graph theory. 

To study the relationship between objects, Graph is a 

convenient way. In this graph theory objects are represented 

by nodes and the line joining the nodes shows the relation 

between them known as edges.  The idea of fuzziness is one of 

enrichment, not of replacement. To describe vagueness in the 

objects (or) relations (or) in both fuzzy graphs plays a vital 

role. Consider the set S = {Apple, Banana, Guava, Orange} to 

study the eating habits of fruits. One cannot decide that to like 

(or) dislike the set S because both things are there. To deal 

these types of uncertainty fuzzy set theory came into existence 

in 1965, which was introduced by [1] Lotfi A. Zadeh. In fuzzy 

sets and fuzzy relations elements are assigned by the 

membership values in the range from 0 to 1. i.e., the above set  
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S defined in fuzzy set as S = {Apple/ {0.4}, Banana/ {0.6, 

Guava / {0.3}, Orange/ {0.9}}. 

Kaufmann [3] introduced the definition of fuzzy graph; 

Rosenfield [2] defined elaborated definition of fuzzy node 

and fuzzy edge. H.J. Zimmermann thoroughly studied the 

conceptual phenomena of fuzzy set theory in 2010. Rosenfeld 

[3] has explained various concepts of fuzzy graph. An 

Eulerian trail of a certain fuzzy graph (FG) is open trail of 

fuzzy graph containing all the edges of fuzzy graph exactly 

once, which began and ends on different nodes. This kind of 

graph is said to be passable. We call Eulerian trail as an 

Eulerian circuit if it begins and ends on the same node. A 

fuzzy graph containing an Euler line is named as fuzzy Euler 

graph. If an edge set of connected fuzzy graph can be 

partitioned into cycles, then such a fuzzy graph is called 

Eulerian fuzzy graph. This condition is necessary and 

sufficient also. Hamiltonian graphs were introduced by great 

Irish mathematician Sir William Rowan Hamilton in 

nineteenth century (i.e, 1805-1865). A closed path that visits 

every node only once  is  a fuzzy Hamiltonian circuit. 

If each node in a fuzzy graph visited exactly once excluding 

beginning vertex where as edges may repeat then such a 

circuit it called Hamiltonian circuit. A fuzzy graph which is 

having Hamiltonian circuit is called fuzzy Hamiltonian graph.  

In the same way a circuit which traverses every edge exactly 

once in a fuzzy graph where as nodes may repeat such a circuit 

is called fuzzy Eulerian circuit. 

 

II.  PRELIMINARIES 

The definitions and theorems in the preliminaries are in the 

Rosenfeld [2] 

Definition 2.1: Let V be a finite non empty set and E be the 

collection of two element subset of V. A fuzzy graph  G(σ, µ) 

is  a pair of functions,  where σ : V → [0, 1] and µ: E → [0, 1], 

such that  µ (xy)  ≤  ( σ(x )˄ σ(y)) for all x, y ϵ V.  

Example: Let a, b, c be the vertices. i.e., V = {a, b, c}. 

Consider the fuzzy set σ on V by membership values as σ (a) = 

0.7, σ (b) = 0.2, σ (c) = 0.4 .Define a fuzzy set µ of E such that 

µ (ab) = 0.2, µ (bc) = 0.2, µ (ac) = 0.4. Thus the graph G (σ, µ) 

is a fuzzy graph (FG). 

Definition 2.2: Let G (σ, µ) be a fuzzy graph. Sum of the 

membership values of the edges incident on the node v is 

called the degree of  v, labeled as d(v) = .  

δ (G) = ˄ { d(v)/ v ϵV} is the minimum degree of fuzzy graph 

G and  

Δ(G) = ˅ {d(v)/ v ϵV}  is the maximum degree of fuzzy graph 

G. 
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Definition 2.3:  A Path P in a fuzzy graph (FG)  G ( σ, µ) is a 

sequence of different nodes x0, x1, ….., xn such that µ( xi-1 , xi ) 

˃ 0, i = 1,2 ,…n. Here the length of the path is n.  The alternate 

pairs are called the edges (or) arcs of the path.  Weight of the 

weak edge is the Strength of the path .Suppose if we want to 

check the strength of chain which is having some links then its 

strength depends upon the weakest connection of that chain. 

The strength of connectedness (x, y ) is denoted by 

CONNG(x, y). A fuzzy graph is connected if CONNG(x, y) > 0 

for every pair of nodes x,y ϵ σ *.  

Definition 2.4: A fuzzy walk W of the fuzzy graph (FG) in fig 

1. a µ(a, b) b µ(b, c) c µ(c, d) d µ(d, e) e which started with the 

initial node a and the terminal node is e. The length of the 

fuzzy walk W is min µ (xi, xi+1) for all nodes contained in the 

fuzzy walk.  Length of the fuzzy walk in fuzzy graph (FG) in 

fig1 is 0.3.  

 Definition 2.5: If initial and terminal nodes of a fuzzy walk 

W with µ (xi, xi+1) ≥ 0 are distinct then that walk is called open 

fuzzy walk otherwise it is called a closed fuzzy walk. 

Definition 2.6: Trail is a fuzzy walk in a fuzzy graph (FG) 

where the edge µ (xi, xi+1)  ≥ 0 is not repeated. A fuzzy walk 

with distinct initial and terminal nodes is called open fuzzy 

walk otherwise it is closed fuzzy walk.   

Example:  (i). a µ(a, b) b µ(b,  d) d µ(d, a) a µ(a, e) e is a trail 

in fuzzy graph (FG) in fig 1.  (ii). b µ(b, c) c µ(c, d) d µ(d, a) a 

µ(a, e) e is a fuzzy path in the fuzzy graph (FG) in fig 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1.   Fuzzy Graph (FG) 

 

Definition 2.7:  min µ (xi , xi+1) for all nodes contained in the 

fuzzy walk is called the strength of the fuzzy path  and the  

length of a fuzzy path n > 0 is the number of nodes contained 

in the fuzzy  path and is a sum of the membership values. 

Example:  Strength of the above defined fuzzy path is 0.4 and 

the length is 2.3. 

Definition 2.8: In a fuzzy graph G , if removal of a node 

reduces the strength of connectedness  (x, y) between some 

other pair of nodes then such a node is called fuzzy cut vertex 

(or) fuzzy cut node of a fuzzy graph (FG) G(σ, μ).   

Definition 2.9: In a fuzzy graph G , if removal of an edge (u, 

v) reduces the strength of connectedness  (x, y)  between 

some other pair of nodes then such an edge (or) arc (u, v)  is 

called a fuzzy bridge of G(σ, μ). 

Theorem 2.10: If (u, v) is a fuzzy bridge, then (u, v) = μ(u, 

v). 

Theorem 2.11: In a fuzzy graph   G, every fuzzy bridge is 

strong. 

Proof: Let xy be the fuzzy bridge of fuzzy graph (FG), G = (σ, 

μ). 

 Let us suppose that edge xy is not strong. Then μ(xy)  ˂ 

CONNG-xy (x,y). The strongest path in fuzzy graph G from x 

to y is p. Then the strength of this path p is CONNG – xy (x,y). If 

we adjoin edge xy to p to obtain a cycle, then xy becomes the 

weakest edge of this cycle. By known property the edge xy is 

not a fuzzy bridge of G. Hence clearly it proves that a fuzzy 

bridge must be strong. 

Theorem 2.12:  An edge xy in a fuzzy graph G is strong if and 

only if μ(xy)= CONNG (x, y). 

Definition 2.13: A fuzzy graph is said to be a block if it is 

connected and has no fuzzy cut nodes. Note that in a graph, a 

block cannot have bridges. But in fuzzy graphs, a block may 

have fuzzy bridges. 

Note:  A complete fuzzy graph with n vertices is denoted by 

Kn 

Example:     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 is the example of complete fuzzy graph with 5 

vertices (K5) which has two Hamiltonian fuzzy cycles 

123451, 135241.All the membership values are greater than 

zero. 

Definition 2.14:  If all the arcs of a fuzzy cycle are strong then 

such a cycle is called strong fuzzy cycle. 

Definition 2.15:  The strength of a cycle C in an f-graph is 

defined as the weight of a weakest arc in C. In graphs, any two 

nodes of a block belong to a cycle and conversely.  

Theorem 2.16: Let G be a connected fuzzy graph. If there is 

at most one strongest path between any two nodes of G, then 

G is a fuzzy tree. 

Theorem 2.17:  

G= (σ, μ) is a fuzzy tree if and only if the following are 

equivalent. 

(1). (u, v) is a fuzzy bridge. 

(2). (u,v)= μ(u,v) 

Result 2.18: A connected fuzzy graph (FG), G (σ, μ) with n 

nodes has at most n-1 fuzzy bridges. 

III.  FUZZY EULERIAN AND FUZZY 

HAMILTONIAN GRAPHS 

In the  Fig . 3 has an Euler circuit but Fig. 4 is not having Euler 

circuit. In Euler graph each node should have an even number 

of neighborhood nodes. 

But both the above figures are having Hamiltonian paths but 

not Hamiltonian circuits. In Fig. 3 Hamiltonian paths is A 

–F-E-D-B-C and in Fig 4. 

Hamiltonian path is A – E- 

D-C-B-F.  
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                          Fig. 4  

 

Definition 3.1:  A connected fuzzy graph G (σ, µ) is said to be 

a fuzzy Eulerian graph if there exists a circuit which includes 

every edge of G(σ, µ)  exactly once which starts and ends with 

different nodes. 

Note:  The dual of dual fuzzy graph (FG) is the fuzzy graph 

itself, Eulerian fuzzy graph can be obtained by considering 

the dual of a bipartite fuzzy graph (FG). 

 

 

 

 

 

 

 

 

 

 

 

 

 

       Fig.  5. Eulerian but Not Hamiltonian fuzzy graph 

 

Definition 3.2:  A connected fuzzy graph G (σ, µ) is said to be 

a fuzzy Hamiltonian graph if there exists a fuzzy cycle which 

covers all the nodes of fuzzy graph G (σ, µ) exactly once 

except the terminal nodes.  

 

 

 

 

 

Fig. 6.  Hamiltonian fuzzy graph but not Eulerian fuzzy 

graph. 

 
Definition 3.3:  A cycle C in an fuzzy graph (FG), G(σ, μ) is 

called a strongest strong cycle (SSC) if C is the union of two 

strongest strong u − v paths for every pair of nodes u and v in 

C except when (u, v) is an fuzzy bridge of G in C.   

Definition 3.4: A disconnection of a fuzzy graph G: (σ, µ) is a 

node set D whose removal results in a disconnected or a single 

vertex graph. The weight of D is defined to be Σ v ∈ D {min µ 

(v, u) | µ (v, u) ≠ 0}.  

Definition 3.5:  In a fuzzy graph (FG), G: (σ, µ) the node 

connectivity is defined to be the minimum weight of a 

disconnection in G and is denoted by Ω (G).   

Definition 3.6:  The node set of a fuzzy graph (FG), be 

partitioned into two sets {V1, V2}. The set of edges joining 

nodes of V1 and nodes of V2 is called a cut- set of  fuzzy graph 

G, denoted by (V1, V2) relative to the partition {V1, V2}. The 

weight of the cut-set (V1, V2) is defined as Σ µ (u, v) where u ∈ 

V1 and v ∈ V2.   

 

Definition 3.7: Let G be a fuzzy graph. The edge connectivity 

of G denoted by λ (G) is defined to be the minimum weight of 

cut-sets of G.   

Theorem 3.8: Let G (σ, μ) be a connected fuzzy graph (FG), 

The relations between node connectivity   Ω (G), edge 

connectivity λ (G)   and minimum degree is given as δ (G) ≥ λ 

(G)  ≥  Ω (G).    

Theorem 3.9:  An Eulerian fuzzy graph (FG) is a graph 

obtained from the dual of a fuzzy bipartite graph. 

Proof: Consider G (σ, µ), a maximal fuzzy bipartite graph 

(FBG),  

Suppose the degree of the membership for the vertices is σ(v), 

degree of the membership for the edges is µ(e) and the degree 

of membership of faces is λ(f) respectively. 

It is a maximal fuzzy bipartite planar graph so each cycle‟s 

length is even, such that every face f in FG has even lengths. 

So the dual of these faces fi for all I =1,2,….k obtained a 

vertices vi* of even degree. We know that “A given connected 

graph G is an Eulerian Graph if and only if all vertices of G 

are of even degree”. 

Hence the dual graph is Eulerian fuzzy graph with the degree 

of membership  

σ(v*) = λ(f), µ(e*)= µ(e) and λ(f*)= σ(v). 

 Theorem 3.10: If every node of a fuzzy graph (FG) has 

exactly two adjacent nodes, then there exists a fuzzy 

Hamiltonian cycle. 

Proof: Let us Consider a fuzzy graph (FG),   G( σ, µ) with n 

nodes x1, x2  , . .  .  . xn. 
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Suppose that each node of fuzzy graph (FG) has exactly two 

adjacent nodes. 

Suppose any edge between any two nodes is removed. Say µ 

(x1, x2). 

Now if we begin to find a path starting with the vertex x1  (or) 

x2 and end with x2  (or) x1 by covering all the nodes of fuzzy 

graph (FG). In this case it is not possible to reach to the staring 

node, so can‟t get a Hamiltonian cycle. 

Suppose any node xi is removed, either it takes the path xi-1, 

xi-2, …. and end with x1 or end with x2, excluding some nodes 

of fuzzy graph (FG), in this case also we won‟t get 

Hamiltonian cycle. 

Hence it is necessary in fuzzy Hamiltonian cycle that each 

vertex of  (FG) has exactly two adjacent nodes. 

 

IV. APPLICATIONS 

Fuzzy set theory is the modern mathematical apparatus that 

enables considering the initial information uncertainty. 

Eulerian graphs are  used to resolve various practical 

problems. Many applications ask for a path or circuit that 

traverses each street in a neighborhood, each connection in a 

utility grid, or each link in a communications network exactly 

once. It is also used for ranking hyperlinks or by GPS to find 

shortest path home. The existence of the Hamilton‟s cycle will 

also allow the design of a programmed test so that once the 

data is entered and finally the test conditions are created. By 

using Hamiltonian circuit we can solve the practical problems 

such as road intersections, pipeline crossings etc.  

V. CONCLUSION 

The manuscript studied about the importance of fuzzy 

Eulerian and fuzzy Hamiltonian graphs. Also we established 

the model of fuzzy Eulerian and fuzzy Hamiltonian graphs. 

More over it deliberated the some applications of these graphs 

in real life problems. Fuzzy graph theory is becoming 

gradually more considerable as it is useful in computers, 

mathematics, science and technology. We can see the  

implementation of fuzzy logic in WI FI technology, IOT,  

GPS map , GSM  mobile phone networks, data mining, 

electronic chip design, web designing, coding etc. 
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Reconfigurable Antenna using Micromechanical 

Actuation Switches for K and Ku-Band 

Applications 

Sathuluri Mallikharjuna Rao, G. Sasikala 

Abstract- In this paper, we have proposed a reconfigurable 

antenna using micro mechanical actuation switches for K and 

Ku-band applications. Overall two identical cantilever micro 

mechanical switches (S1 & S2) are used to design reconfigurable 

patch antenna. The switches are working by electrostatic 

actuation mechanism. With the switches, overall the antenna is 

offering four resonant frequencies based on the switches 

ON/OFF condition. The Micro mechanical switches are offering 

an isolation loss of -18.5dB and an insertion loss of -1dB. The 

switch requires a DC actuation voltages of 6V.  The Proposed 

reconfigurable antenna is resonating at four different 

frequencies based on the different switching conditions of RF 

MEMS switches. If S1 & S2 both are ON the antenna is 

resonating at 16.9GHZ, if S1 -ON & S2-OFF the antenna is 

resonating at 47.3GHZ & 59.1GHZ, if S1 -OFF & S2-ON the 

antenna is resonating at 28.4GHZ, if S1 -OFF & S2-OFF the 

antenna is resonating at 27.9GHZ 

 Index Terms- Patch antenna, re-configurability, RF MEMS 

switch, PIN diode, FET, Polarization, bandwidth, gain, 

directivity. 

I    INTRODUCTION 

The latest communication applications require high speed 

data transmission with low power consumption, this is the 

significant research problem. Massive MIMO like systems 

require array of antennas but it eventually suffers with signal 

interference problems. To overcome these type of problems, 

we can use reconfigurable microstrip patch antennas other 

than the array of antennas. The re-configurability in patch 

antennas can be achieved with structure like E-shape, but 

the efficiency is not up to the level, so this approach is not 

preferable[1-4]. 

 The  alternative method to get re-configurability in 

microstrip patch antenna is by placing switches like PiN 

diodes or FET transistors and RF MEMS switches.  In this 

RF MEMS switches offering best performance compared 

with PiN diode and FET transistors in terms of power 

consumption and offers better linearity[5-9].  

 Achieving the high isolation, low insertion and low 

pull-in voltage are the significant research challenges in 

micromechanical switches.  

 In this paper, we have designed and verified the 

performance of reconfigurable antenna using capacitive RF 

MEMS switches. The antenna is preferable in k-band and 

ka-band applications. 
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The eventual reconfigurable microstrip antenna  design is 

done in three steps, as an initial task we have designed an 

RF MEMS switch suitable in K-band and Ku-band 

frequency range, in the second level a microstrip patch 

antenna is designed and which is suitable to place RF 

MEMS switches, and in the final step the RF MEMS 

switches are placed in the proposed microstrip antenna 

structure as shown in figure 9. 

II    MICROMECHANICAL SWITCH 

 
Figure 1: Micromechanical Cantilever shunt capacitve 

switch electromechanical analysis 

 

 The reconfigurable micro strip patch antenna 

design involves placing of two identical RF MEMS 

switches. An electrostatic shunt capacitive RF MEMS 

switches are used. CPW transmission line is used for switch 

design with dimension 100 µm x100 µm x100 µm.  

 The working principle of  micro mechanical switch 

is, when the structure is in upstate(OFF), the input radio 

frequency signal is allowed to the output port with low 

insertion losses, and if the structure is in downstate(ON) the 

switch offers a capacitance in the range of pF and the input 

radio frequency signal is completely isolates and the output 

is zero. The electrostatic actuation model cantilever based 

shunt capacitive RF MEMS switch is shown in figure 1. 
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Table 1: RF MEMS switch materials and dimensions 

Parameter Material 
Dimension in µm 

(Length x width x thickness) 

Substrate Silicon 500 x 500 x 1600 

CPW Gold 100 x 100 x 100 

Cantilever Gold 300 x 300 x 1 

Dielectric Silicon Nitrite (εr=7) 320 x 120 x 0.5 

 

 Silicon is used as a substrate for RF MEMS switch, 

CPW lines, cantilever is designed using gold material and 

silicon nitride (Si3N4) is used as a dielectric material. The 

shunt capacitive switch is actuated with electrostatic 

actuation. 

The switch is designed and simulated using FEM tools. The 

cantilever with dimensions 300µm x 300 µm  x 1 µm 

requires an actuation voltage of 6V to displace 2µm as 

shown in figure 1, is the simulation result. 

 The pull-in voltage of the cantilever based shunt 

capacitive RF MEMS switch can be calculate using 

following mathematical equation[10-12], 

        

0

3

0

27

8

A

kg
VoltageinPull                                

(1) 

 where, k is the cantilever spring constant, g0 is the 

switch air gap, A is the electrodes cross sectional area, and 

εo =8.85 x 10-12 is the free space relative permittivity. 

 The spring constant (k=(Ewt3)/l3) of gold 

cantilever structure with 300umx300umx1um  dimension, 

E=70GPa, is theoretically value is 0.77 N/m, the required 

pull-in voltage for air gap of 2um with actuation electrodes 

cross sectional area 300umx300um is 4.5V.  

The error in the pull-in voltage result is very low that is % of 

error=((Simulation-Theoretical)/Theoretical)X100 , the error 

in the pull-in voltage in terms of simulation (6V) and 

theoretical (4.5V) is approximately 0.33%. It is indicating 

that simulated one is very close to theoretical result. 

 The switch Radio frequency behavior is analyzed 

using HFSS tool. The switch overall performance is 

simulated in the frequency range 1GHZ to 60GHZ. The 

insertion losses of the switch is -1dB and the isolation losses 

of the switch is -18.5dB as shown in figure 3 and 4 

respectively. 

 
Figure 2: Micromechanical cantilever shunt capacitve 

switch Radio Frequency  analysis. 

 
Figure 3: Insertion Losses in dB 

 

 
Figure 4: Isolation Losses Losses in dB 

III    MICROSTRIP PATCH ANTENNA  

In this paper we have proposed a rectangular slotted 

microstrip patch antenna suitable to incorporate the RF 

MEMS switches as shown in figure 5. CPW feeding is used 

to feed microstrip antenna with input impedance of 50Ω. 

 
Figure 5: Proposed micro strip patch antenna suitable to 

incarporate RF MEMS swithes 

 

The operating frequency of reconfigurable antenna is to be 

aimed in the range k-band and Ku-band, so the basic 

antenna is also designed in appropriately same band.  
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Figure 6: Micromechanical switche in microstrip patch 

antenna 

The antenna without RF MEMS switches is resonating at 

30GHZ as shown in figure 6. Here, we have extended out 

analysis on the performance of antenna with different 

substrate materials like FR4, Rogers RO3006, Glass and 

silicon. In this analysis we noticed that as silicon as the 

substrate antenna is offering best performance.  

 

 
Figure 7: Polar plot of antenna with out RF MEMS 

switches. 

IV    PROPOSED RECONFIGURABLE ANTENNA  

The eventual reconfigurable microstrip antenna  using RF 

MEMS switches design is discussed in this section. Overall 

two RF MEMS switches are placed in the proposed 

microstrip antenna structure which is convenient to place RF 

MEMS switches. Silicon with 1.6mm thickness is used as a 

substrate material, microstrip, ground and RF MEMS 

switches design is done using gold material.  

 
Figure 8: Proposed reconfigurable antenna model-top 

view 

 

Under different switching condition  of RF MEMS switches 

the antenna resonating in different frequencies. Overall 

proposed reconfigurable antenna is resonating at four 

different frequencies.  

 
Figure 9: Proposed reconfigurable antenna model- side 

view 

 

If S1 & S2 both are ON the antenna is resonating at 

16.9GHZ, if S1 -ON & S2-OFF the antenna is resonating at 

47.3GHZ & 59.1GHZ, if S1 -OFF & S2-ON the antenna is 

resonating at 28.4GHZ, if S1 -OFF & S2-OFF the antenna is 

resonating at 27.9GHZ. 

 The antenna performance is analyzed over the 

frequency range 1GHZ to 80GHZ using HFSS FEM tool. 

After observing the frequency response of the 

reconfigurable antenna we would like to refere the antenna 

in a wide range of applications in K-band and ka-band 

range. Other than polarization proposed antenna is switching 

the operating frequency from one frequency to other 

frequency. 

 

Table 2: Antenna Resonant Frequencies for different 

switch conditions 

 

Condition Resonant Frequency 

S1=ON, S2=ON 16.9GHZ 

S1=ON, S2=OFF 47.3GHZ & 59.1GHZ 

S1=OFF, S2=ON 28.4GHZ 

S1=OFF, S2=OFF 27.9GHZ 
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Figure 10: Polar plot of reconfigurable antenna at S1-ON & S2-ON 

  

  

Figure 10: Scattering parameters for different switch states 

 

Table 3:Comparison of the related work with the proposed reconfigurable antenna 

Survey Paper Antenna Shape 
Number of 

switches 
Switches Switches State and Resonant Frequency 

Antenna 

Application 

Harish 

Rajagopalan et 

al. [13] 

E-shape 2 

RMSW100HP - SPST, 

High Power (10 W), 

DC-12 GHz 

S1 & S2 : ON-2-2.6 GHz, 

S1 & S2 : OFF-2.6-3.2 GHz. 

Cognitive 

Radio 

Tony J. Jung et 

al.  [14] 
Circle 1 DC contact RF MEMS 

S1 :OFF- Circular polarization(17.4 -21.9 GHz), 

S1 :ON- Linear  polarization(16.9-22.5 GHz). 
Satellite 

Caner Guclu et 

al.[15] 
Split rings 6 

Series DC contact RF 

MEMS switch. 
24.4 GHz and 35.5 GHz independently. 

K-Band & 

Ka-Band. 

Chih-Chieh 

Cheng et al. 

[16] 

Programmable 

Lens-Array 

Antenna 

5 
Capacitive RF MEMS 

switches. 
35 GHz Ka-Band 

Proposed Slotted Rectangular 2 

Shunt capacitive 

cantilever RF MEMS 

switches 

S1=ON, S2=ON: 16.9GHZ 

S1=ON, S2=OFF:47.3GHZ & 59.1GHZ 
S1=OFF, S2=ON: 28.4GHZ 

S1=OFF, S2=OFF:27.9GHX 

K-Band & 

Ku-Band 
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V     CONCLUSION  

The reconfigurable microstrip antenna  design is done in 

three steps, as an initial task we have designed an RF 

MEMS switch suitable in K-band and Ku-band frequency 

range, in the second level a microstrip patch antenna is 

designed and which is suitable to place RF MEMS switches, 

and in the final step the RF MEMS switches are placed in 

the proposed microstrip antenna structure. The RF MEMS 

capacitive shunt switch is designed with cantilever structure 

with electrostatic actuation. The switch requires 6v actuation 

voltage and it offers 1dB insertion and 18.5dB isolation. The 

microstrip patch antenna suitable to place RF MEMS 

switches is resonate at 30GHZ frequency before placing RF 

MEMS switches. Overall two RF MEMS switches are place 

in the slotted rectangular patch antenna. Under different 

switching condition  of RF MEMS switches the antenna 

resonating in different frequencies. Overall proposed 

reconfigurable antenna is resonating at four different 

frequencies. 

ACKNOWLEDGMENT 

We would like to thank Department of ECE, K L 

University, AP, India, for official use of  FEM software for 

designing and simulation. 

REFERENCES 

1. Nickolas Kingsley, George E. Ponchak, and John Papapolymerou, " 

RF MEMS Sequentially Reconfigurable Sierpinski Antenna on a 

Flexible Organic Substrate With Novel DC-Biasing Technique”, 
IEEE Transactions on Antennas and Propagation, Vol. 56, No. 1, 

pp.108-118, January 2008. 

2. Y. Tawk, J. Costantine, K. Avery, and C. G. Christodoulou, 
“Implementation of a cognitive radio front-end using rotatable 

controlled reconfigurable antennas,” IEEE Trans. Antennas Propag, 

vol. 59, no. 5, 
pp. 1773–1778, May 2011. 

3. J. R. Kelly, P. Song, P. S. Hall, and A. L. Borja, “Reconfigurable 460 

MHz to 12 GHz antenna with integrated narrowband slot,” Progress 
in Electromagn. Res. C, vol. 24, pp. 137–145, 2011. 

4. G. T. Wu, R. L. Li, S. Y. Eom, S. S. Myoung, K. Lim, J. Laskar, S. I. 

Jeon, and M. M. Tentzeris, “Switchable quad-band antennas for 
cognitive radio base station applications,” IEEE Trans. Antennas 

Propag., vol. 58, no. 5, pp. 14668–1476, May 2010. 

5. E. Ebrahimi, J. R. Kelly, and P. S. Hall, “Integrated wide-narrowband 
antenna for multi-standard radio,” IEEE Trans. Antennas Propag., 

vol. 59, no. 7, pp. 2628–2635, Jul. 2011. 

6. J.Guterman, A.Moreira, C. Peixeiro, andY. Rahmat-Samii, 
“Wrappedmicrostrip antennas for laptop computers,” IEEE Antennas 

Propag. Mag., vol. 51, no. 4, pp. 12–39, Aug. 2009. 

7. J. Robinson and Y. Rahmat-Samii, “Particle swarm optimization in 
electromagnetics,” IEEE Trans. Antennas Propag., vol. 52, no. 2, 

pp.397–407, Feb. 2004. 

8. F. Yang, X.-X. Zhang, X. Ye, and Y. Rahmat-Samii, “Wide-band E-
shaped patch antennas for wireless communications,” IEEE 

Trans.Antennas Propag., vol. 49, no. 7, pp. 1094–1100, Jul. 2001. 

9. N. Jin and Y. Rahmat-Samii, “Parallel particle swarm optimization 
and finite-difference time-domain (PSO/FDTD) algorithm for 

multiband and wide-band patch antenna designs,” IEEE Trans. 

Antennas Propag., vol. 53, no. 11, pp. 3459–3468, Nov. 2005. 
10. H. Rajagopalan, J. M. Kovitz, and Y. Rahmat-Samii, “Frequency 

reconfigurable wideband E-shaped patch antenna: Design, 

optimization, and measurements,” in Proc. IEEE Antennas Propag. 
Soc. Int. Symp. (APSURSI), Jul. 8–14, 2012, pp. 1–2. 

11. Y. Rahmat-Samii, J. M. Kovitz, and H. Rajagopalan, “Nature-inspired 

optimization techniques in communication antenna designs,” Proc. 
IEEE, vol. 100, no. 7, pp. 2132–2144, Jul. 2012. 

12. G. M. Rebeiz, RF MEMS: Theory, Design and Technology. New 
York, NY, USA: Wiley, 2003. 

13. Harish Rajagopalan, Joshua M. Kovitz, and Yahya Rahmat-Samii, ” 

MEMS Reconfigurable Optimized E-Shaped Patch Antenna Design 
for Cognitive Radio”, IEEE transactions on antennas and 

propagation, Vol. 62, NO. 3, pp.1056-1064, March 2014. 

14. Tony J. Jung, Ik-Jae Hyeon, Chang-Wook Baek, and Sungjoon Lim, ” 
Circular/Linear Polarization Reconfigurable Antenna on Simplified 

RF-MEMS Packaging Platform in K-Band”, IEEE transactions on 

antennas and propagation, Vol. 60, No. 11, pp.5039-5045, November 
 2012. 

15. Caner Guclu, Julien Perruisseau-Carrier, and Ozlem Aydin Civi,” 

Proof of Concept   of a  Dual-Band Circularly-
Polarized RF MEMS Beam-Switching Reflectarray”,  IEEE 

transactions on antennas and propagation, Vol. 60, No.  11,  

pp.5451-5455, November 2012. 
16. Chih-Chieh Cheng, Balaji Lakshminarayanan, and Abbas Abbaspour-

Tamijani, ” A Programmable Lens-Array Antenna With 

Monolithically Integrated MEMS Switches”, IEEE transactions on 
microwave theory and techniques, Vol. 57, No. 8, pp.1874-1884, 

August  2009. 

 



INTERNATIONAL JOURNAL OF SCIENTIFIC & TECHNOLOGY RESEARCH VOLUME 9, ISSUE 06, JUNE 2020                             ISSN 2277-8616 

623 

IJSTR©2020 

www.ijstr.org 

Predictive Modelling Of Air Pollutionusing 
Machine Learning Models And Neural 

Networks 
 

Md. Baig Mohammad, Eswar Prasad Reddy Venna, Chris Peter Pallepogu, Madhu Babu Redapongala 
 

Abstract: Air is the major resource for sustenance of life. Estimating and protecting air quality has become one of the most essential activity in many 

industrial and urban areas today. The geographical and traffic factors, burning of fossil fuels, and industrial parameters play significant roles in air 

pollution. The air quality index and associated concentrations of air pollutants (Ozone, Particle Matter PM2.5, PM10, Sulphur dioxide SO2) are predicted 

using Machine Learning approaches and artificial neural network using MATLAB. The neural network model can appropriately predict the air pollutants 

and hence Air Quality Index (AQI) with mean square error of 0.744 is obtained in comparison withother regression models like SVR, GPR, Linear, Tree 

Bagger. 

 

Keywords: Machine Learning (ML), Prediction, Air Quality Index (AQI). Neural Network Predictive Modelling. 

———————————————————— 

 

1. INTRODUCTION 
Pollution is the key issue in the developing countries, rapid 

growth in population lead to environmental problems such as 

air pollution, water pollution, noise pollution and many more. 

Air pollution has direct impact on human health. There has 

been increased public awareness on the effects of Air 

Pollution. Precise air quality forecasting can reduce the effect 

of maximal pollution on the humans and environment. Hence, 

developing air quality forecasting is essential. Out of the many 

air pollutants available the major focus is on Particulate 

Matter (PM2.5 & PM10), Carbon Monoxide (CO), Nitrogen 

Dioxide (NO2), Sulphur Dioxide (SO2), Ozone(O3) and Lead 

(Pb). 

 

A.  Particulate Matter (PM2.5 and PM10):  

PM2.5refers to the atmospheric particulate matter that has the 

diameter of less than 2.5 microns, which is of about 3% of 

diameter of human hair. The particles in PM2.5 is very small 

compared to PM10 so that they can be detected only by using 

electronic microscope. PM10 are the particles which has the 

diameter of 10 microns and they are called fine particles.PM10 
is also known as respirable particulate matter. Particulate 

matter is a mixture of soot, smoke, metal, nitrates, dust, water 

and rubber etc. It is mostly generated from smoke from auto 

mobiles, industries, burning of agricultural waste etc. PM2.5 

and PM10 are directly inhaled into lungs causes several short-
term and long-term effects such as infection of lungs, 

permanent damage of respiratory track, heart diseases and 

coronary diseases among children, breathing difficulties for 

infants etc. The natural concentration of PM2.5 and PM10 in air 

are 60 µg/m
3 

and 100 µg/m
3 

[1] and that may not be harmful 

to humans. 
 

B.    Carbon monoxide (CO): 
Carbon monoxide isair pollutant which is produced during the 

incomplete combustion of carbon containing fuels such as 
gasoline, natural gas, oil, coal, wood etc. High levels of CO 

are harmful to humans and, it cannot detect by human beings 
because it has no colour and odour, so it cannot detect. The 

natural concentration of CO in air is about of 0.2 ppm and that 
may not harmful to humans. Natural sources of carbon 

monoxide include volcanoes and bushfires. Excessive 

presence of CO than permissible level can cause headaches, 

heart diseases and impaired reaction timing.  

 

C.   Nitrogen Dioxide (NO2): 
NO2 is a group of gaseous air pollutants produced as a result 

of road traffic and the other fossil fuel combustion process. 

The over exposure to the NO2causes the Respiratory 

ailments, inflames the lining of the lungs. The maximum 

permissible level of NO2 is 80µg/m
3
 [1]and it is not affected to 

humans. 

 

D.   Sulphur Dioxide (SO2):  
SO2 is a colourless, bad smelling, toxic gas, is a part of a 

larger group of chemicals referred to as sulphur oxides(SOx). 

Especially the SO2 is emitted by the burning of fossil fuels like 

coal, oil etc which contains sulphur. SO2 is also a natural by-

product of a volcano activity. Similar to nitrogen dioxide, the 

SO2 can create a secondary pollutant once it is released in 

air. The natural concentration of SO2 is 80µg/m
3
 [1] which is 

not harmful to humans. Secondary pollutants produced by 

SO2 includes sulphate aerosols, particulate matter, and acid 

rain. 

 

E.  Ozone (O3): 

Ozone is present in the atmosphere although there are 
concentration peaks at two levels, stratosphere (15 -50) km 

and troposphere (0-15) km. Stratospheric O3 is important 
because it regulates the transmission of UV light to earth 

surface. Mixing with stratospheric air provides a natural global 
average background of around 10-20 parts per billion (ppb), 

though there is some debate about the concentration. 
Additional quantities of tropospheric O3 are produced by 

photochemical reactions from nitrogen oxides (NOX) and 

volatile organic compounds (VOCs), which includes various 

hydrocarbons. 

 

F.  Ammonia (NH3): 

Ammonia is a compound of nitrogen and hydrogen with the 

formula NH3 and its molar mass is 17.031g/mol. Ammonia is 

a colourless gas with a characteristic pungent smell.  

Ammonia either directly or indirectlyacts as a building block 

for the synthesis of many pharmaceutical products and is 

used in many commercial cleaning products.  It is soluble in 
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chloroform, either, ethanol, methanol.  Molecular shape is 

trigonal pyramid. The immediate effects of ammonia are 
inhalation, ingestion, skin or eye contact. In inhalation it 

causes immediate burning of nose, throat and respiratory 

tract, the skin or eye contact causes the skin burn permanent 

eye damage or blindness. And ingestion results to corrosive 

damage to mouth throat and stomach. 

 

G.  Lead (Pb): 
Lead is an elemental heavy metal found naturally in the 

environments as well as in manufacturing products. It can be 

released directly into the air, as suspended particles. The 

major sources of lead air emissions are motor vehicles and 

industrial sources. The permissible concentration of Pb is 1.0 

which is not harmful to humankind. With the help of phasing 
out of leaded gasoline the motor vehicle emissions have been 

reduced, still lead is used in general aviation gasoline for 
piston engine aircraft. 

 

H.  Benzene (C6H6): 

Benzene is a colourless liquid with a distinctive smell. It can 

be evaporated easily and highly flammable when it is exposed 

to flame or heat. It is soluble in water, and it can mix with 

most organic solvents. Benzene is part of the group of 

compounds knows as volatile organic compounds. This paper 

has been organised in V sections. Section I discusses about 

introduction and motivation. Section II describes the related 

work. Section III describes the methodology. Section IV 

describes the results and discussion. Section V describes 

about conclusion and future scope. 

 

2. RELATED WORK 
Various techniques have been proposed to apply data 

science, data mining to the topic like prediction for Air 

Pollution control in recent literatures [10]. Chavi srivastha et.al 

[2] applied linear regression, stochastic gradient descent, 

random forest, decision tree, support vector, multi-layer 

perceptron, gradient boosting, adaptive boosting for the 

prediction of pollutants like PM10, PM2.5, O3, NO2, CO, SO2 in 

the city of New Delhi and observed the R squared quality 

meter for PM2.5 as 0.692 by applying multi-layer perceptron. 

similarly, PM10 as 0.494 by applying random forest 

regression. Ke hu et.al [3] appliedsupport vector regression, 

decision tree, random forest, extreme gradient boosting, 

multilayer perceptron, linear regression, adaptive boosting 
Models in the city of Metropolitan Sydney for the prediction of 

concentration of co and obtained Mean Absolute Error value 

(MAE) values are 0.0493 by applying linear regression. Aditya 

CR et.al [4] applied Logistic Regression and Auto regression 

in the city of Beijing in China. For the prediction of future 

values of PM2.5 based on previous PM2.5 readings and 
obtained for Mean Accuracy of 0.998859 for Logistic 

Regression and Mean Square Error of 27.00 for Auto 
Regression. Sachit Mahajan et.al [5] employedNeural 

Network Auto Regression and Auto Regressive Integrated 

moving average and they also applied Holt-winter model for 

predicting PM2.5 in the city of Tiachung in China and resulted 
Mean Absolute error for Neural Network Auto Regression is 

1.47 and RMSE of 1.58. Jan Kleine Deters et.al [6] employed 
Neural Network, Linear Support Vector Machine, Binary Tree, 

CGM for predictingPM2.5 in the city of Belisario, Cotocollao 
and the obtained results for Neural Network for MSE in 

Belisario is 26% and in Cotocolla is 40% and for MAPE in 
Belisario is 22.1 and in Cotocolla is 40.7. V.Duc Le et.al [7] 

applied Convolutional Neural Network and the combination of 

Long short- Term Memory for time series data and a Neural 

Network model for other air pollution impact factors for 

predicting PM2.5 in the city of Daegu city of Korea and the 

resulted prediction accuracy of 74%. Ping Wang et.al [8] 

proposed Hybrid Artificial Neural Network and Hybrid Support 
Vector Machine to enhance the prediction accuracy of 

traditional ANN and SVM by revising the error terms. For 
evaluation they used data set of PM10 and concentration of 

SO2 from different monitoring stations located in Taiyuan of 
China. The statistical index of MAE comparison for traditional 

and hybrid ANN is given by 0.049, 0.036. Sachin Bhogite et.al 

[9] applied the integrated model using Artificial Neural 

Networks and Gaussian Process Regression to Predict the 

level of SO2 pollutant in Mumbai obtained Mean Square Error 

(MSE) 166.358. Zhongang Qi et.al [11] proposed general and 

effective approach in Deep Air Learning (DAL). It is an 

embedding feature selection and semi supervised learning in 

different layers of Deep Learning networks. 

 

3. METHODOLOGY
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Fig 3.1: Block Diagram for Predictive Modelling 
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In figure 3.1 describes the flow diagram. For prediction of 

AQI, the first step is to collect the raw data.  Authors have 
obtained raw data from the Pollution Control Board- 

Vijayawada. In that, sensordata has missing entries, outliers 

and the anomalies due to human errors, machine errors and 

experimental errors. Data pre-processing is carried out to 

handle those missing entries followed by outlier removal. The 

processed data is ready for statistical analysis. The 
processed data has been evaluated for AQI in Indian 

Standards. After calculating AQI, data set hasto be updated 
with a provision for AQI along with other sensory data. The 

obtained dataset is divided into training set and testing set. 

Machine learning models mainly regression and neural 

networks have been trained on the training set to predict the 
future samples of the AQI. Several quality metrics like MSE, 

RMSE, MAE, R
2
 error have been evaluated for performance 

comparison. 

 

4. RESULTS & DISCUSSION 
 

a. DATA SET 
The required data of past 5 years has been provided by the 

Andhra Pradesh Pollution Control Board (APPCB)-

Vijayawada, in an unstructuredform. The data set is 

comprising of 1550 records of pollutant concentration 

recorded at Municipal Guest House (MGH)-Vijayawada. The 
dataset has 22 parameters consisting of pollutant 

concentrations viz. 

PM2.5,PM10,NO2,SO2,NH3(Ammonia),NOX,NO,CO,O3,Benzene, 

Toluene, Ethyl Benzene, Meta &Para Xylene, Ortho-Xylene 
and weather data like Relative Humidity, Temperature, Wind 

Speed, Wind Direction, Rainfall, Solar radiation, Barometric 

Pressure, Vertical wind speed.For the estimation of AQI the 

authors have consideredmajorly nine 

pollutantconcentrationsofPM10,PM2.5,SO2,NO2,NH3, CO, O3, 

Benzene. Figure 4.1 represents the scatterplot for the 

concentration of air pollutants.  

Fig-4.1: Scatter plot of pollutants 

 

b. DATA PRE-PROCESSING 
The dataset has been found with a large number of missing 

entries due to sensor faults or human errors. The missing 

entries are filled up using median value of the data. Outliers 

are the data points which differs significantly with the other 

observationsbecause of either experimental errors or the 

sensory faults. This error has a serious effect in the statistical 
evaluation. Outlierswhich fall outside 3 standard deviations 

from the mean value are processed. A statistical evaluation is 

performed using quartiles for detection of outliers and are 

replaced with clip method. Quartiles method considers above 
75% data and below 25% data as an outlier. Clip method fills 

the detected outliers with nearest values above and below the 

threshold. Figure 4.2 represents the plots of various pollutants 

filled with median of the data for missing entries. Figure 4.3 

represents the plots for various pollutants after outlier removal 

with the nearest threshold value. 

 

 
Fig-4.3: Plots of air pollutants after removal of outliers  

  

On observing the plots in Figure 4.2 and 4.3 the data have 

spread accordingly on filling the missing entries and removal 
of the outlier. On observing the benzene data in the 

processed data (Fig:4.2) the authors have observed the 

sudden change in the data point which varied significantly 

compared to the other data points. Such error points are 

removed or clipped off in the outlier handling process.  

c.  

d. AIR QUALITY INDEX (AQI): 
The AQI is an index for reporting air quality regularly. It tells 

how polluted or clean our air is, and what corresponding 

health effects might be a concern. The AQI focuses on health 

effect after breathing polluted air. This includes the major 8 

pollutants like ground-level ozone, particle pollution 

(particulate matter), carbon monoxide, sulphur dioxide, 

nitrogen dioxide. For each of these pollutants, Central 

Pollution Control Board (CPCB) has established national air 

quality standards to protect public health. The CPCB had 

indicated the rate of effect of pollution on human health based 

on the AQI range. The breakpoint is the point at which the 

pollution category varies. The Standards breakpoints for each 
pollutant is laid by the CPCB [1] as shown in table-1.  

http://www.ijstr.org/


INTERNATIONAL JOURNAL OF SCIENTIFIC & TECHNOLOGY RESEARCH VOLUME 9, ISSUE 06, JUNE 2020                             ISSN 2277-8616 

627 

IJSTR©2020 

www.ijstr.org 

 
Fig-4.2: Plots for pre-processed data 

Fig-4.4: Calculated Air Quality Index (AQI) scatter plot
 

Table-1: Break Point Standards. 

 

The equation for AQI proposed by Central Pollution Control 

board for individual pollutants is given by the equation-1[1]. 

      
              

                
                       

   ……. (1) 

 AQIhi = Max Aqi Range 

 AQIlow = Min Aqi Range 

 Conchi = Max Break Point concentration 

 Conclow = Min Break Point concentration 

 Conc = Current concentration.   

  

After Calculating the individual pollutants AQI the Overall AQI 

is given by the maximum of the Current day’s AQI.  

 i.e., AQI = Maximum (AQI_1, AQI_2, ……, AQI_n). 
      ……… (2)

 
Fig-4.5: Calculated Air Quality Index (AQI) 

 

 

 
 

Figure 4.5 describes the AQI calculated for the pollutant data 
obtained after pre-processingand outlier removal.  

 

e. PREDICTIVE MODELLING 
Predictive modelling is a technique that uses mathematical 

and computational methods to forecast an event. The 
mathematical approach uses the equation-based 

phenomenon. The model parameters help how model inputs 

effect the output. Where the computational approach involves 

in the simulation to create a prediction. Regression is a 

statistical approach used to find the relation between the 

dependent and independent variables. There are different 

regression models in order to fit all the data into an equation.  

 

There are total 5 types of regressions techniques are 

used.  

i. Support vector regression 

ii. Decision tree regression 

iii. Regression Tree 

iv. Gaussian Process Regression 

v. Linear regression  

 

i.  Support vector regression: 

It is a supervised machine learning model for regression 

analysis. It will provide the non-linear mapping function to 

map a given data set M: {(x1, y1), (x2, y2) …. (xi, yi) to a high 

dimensional feature space. In that space a command 

separating hyper plane can be defined which separate the 
data points with maximal functional margin[3]. The algorithm 

involved in SVR is presented below, 

AQI Category 
AQI 

Range 

Break point concentration 

O3 

(ug/m
3
) 

NO2 

(ug/m
3
) 

PM10 

(ug/m
3
) 

PM 2.5 

(ug/m
3
) 

SO2 

(ug/m
3
) 

CO 

(mg/m
3
) 

NH3 

(ug/m
3
) 

Pb 

(ug/m
3
) 

Good 0-50 50 40 50 30 48 1 200 0.5 

Satisfactory 51-100 100 80 100 60 80 2 400 1 

Moderately 

Polluted 
101-200 200 180 250 90 380 10 800 2 

Poor 201-300 265 280 350 150 800 17 1200 3 

Very Poor 301-400 748 400 430 250 1600 34 1800 3.5 

Severe 401-500 748+ 400+ 430+ 250+ 1600+ 34+ 1800+ 3.5+ 
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Step1:Collect a training set T={X,Y} 

Step2: Choose a kernel and its parameters as well as any 
regularization needed. 

Step3: Form the correlation matrix, K. 

Step4: Train your machine, exactly or approximately to get 

contraction coefficients, α = {αi}. 

Step5: Use these coefficients to create your estimator, f(X, α, 

x*) = x* 

 

ii.  Decision Tree Regression: 

It is frequently used machine learning method for regression 

analysis and classification. It will create a model that can 

target values by learning decision rules from features. If we 

want our response variable as categorical then that will work 

as a classifier, if we want our response variable as numeric 
then it works as a regression model.[3] The flow involved in 

Tree bagger is presented below, 
Step1: Tree Bagger generates in bag samples by 

oversampling classes with large misclassification costs and 

under sampling classes with small misclassification costs. 

Step2:consequently out of bag samples have fewer 

observations from classes with large misclassification costs 

and more observations from classes with small 

misclassification costs. 

Step3: Tree bagger selects a random subset of predictors to 

use at each decision split as in the random forest algorithm. 

By default, tree bagger bags classification trees. 

 

iii.  Regression Tree: 
Its breakdowns the data into smaller subsets while at the 

same time an associated decision tree is incrementally 

developed and represents a decision on the numerical 

target.it is used the examine the relation between one 

dependent and one independent variable. It allows input 

variable to be a mixture of continuous and categorial values. 

Regression tree is designed to approximate real-valued 

functions.  

Step1: Regression tree breaks the data set in smaller and 

smaller subsets. And at the same time the associated tree will   

Incrementally developed. This is basically dividing the points 

into some groups. 

Step2: The tree contains decision nodes and leaf nodes. The 

decision nodes are those the nodes which represent the value 

of input variable and it has two or more branches. The leaf 

nodes contain the decision or output variable. The decision 
node that corresponds to the best predictor becomes the top 

most node called the root node. 

Step3: The algorithm decides the optimal number of splits and 

splits the dataset accordingly.  

 

 
Fig: 4.6: Plot of Regression Tree 

 

Figure 4.6 shows the regression tree model with the pruning 
level of 75 out of 126 levels. 

 

iv.  Gaussian Process Regression: 

Gaussian process generates data located throughout some 

domain such that any finite subset of range follows a 
multivariate gaussian distribution. It is a interpolation method 

for which the interpolated values are modelled by a gaussian 
process governed by prior covariance. The prior covariance is 

specified by passing a kernel object. The procedure involved 

in GPR is shown below, 

Step1: Assume a Gaussian process prior which can be 

specified using a mean function and covariance function. 

Step2: Calculate the probability distribution over all admissible 
functions that fit the data. 

Step3: Calculate the posterior using the training data, and 

compute the predictive posterior distribution on our points of         

interest. 

 
Fig-4.7: Gaussian Process Regression 

 

v.  Linear Regression:  
Linear Regression is used to find the relationship between 

one or more multiple inputs x and one output y. [3] 

Step1: Start with a training set 

X is input training data 

Y labels the data  

When training the model – it fits the best line to predict 

the value of y for a given value of x. The model gets 

thebest regression fit line by finding the best θ1 and 

θ2 values. 

Step2: Start with parameter with random variables. 

Step3:The algorithm learns the line, plane or hyper-plane that 

best fits the training sample 

Step4: Prediction: uses the learning line, plane or hyper-plane 

to predict the output value for any input sample. 

 

Artificial Neural Network:  
It is a machine learning algorithm in which it performs 
information processing. It consists of multiple layers like input 

layer, output layer, hidden layer. These layers are made up of 

multiple nodes which contain an activation function. Artificial 

neural network can learn the complex data pattern and can be 

applied in clustering, classification and predicting.[12] In the 

Neural Network the different algorithms are used for the data 

division. Authors used random data division algorithm, where 

the target is divided into three sets using the random indices. 

For training of the model, the authors have used the 

Levenberg-Marquardt as the training algorithm. The 

performance is observed as Mean Square Error (MSE). In 

ANN here we use the Levenberg- Marquardt training 

algorithm 
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Step1: Initialising the training epoch =1   

Step2:Initialising network of weights and biases with uniform 
distribution values 

Step3: Calculate actual output of actual units and hidden units  

Step4: Calculate error. 

 
 

Fig 4.8: Neural network layers 

 

The performance plot and the train state plots for the neural 

network algorithm that used for training a model, Levenberg-

Marquardt is as shown below in figure 4.9 

 
Fig. 4.9: Performance plot 

 

 
 

Fig.4.10: Training State Plot. 
 
In this Model we set the Target as AQI and all the other 

parameters like PM10, PM2.5, O3, etc. as the input vector. 
For employing the regression model to the data set, the data 

splitsinto two partitions. The first one is for training the model 

and other set for testing. Data before Jan-2019 for training 

and after Jan-2019 for testing the model. The Quality metrics 

or performance features like Mean Square Error, Mean 
Absolute Error, Root Mean Square Error, R squared Error, 

Median error, Median absolute error, Average error etc. were 

computed.The Quality Metrics for different models are 

tabulated in table-3. Evaluation of each model is done to 
estimate the performancefor forecasting. 

MAE: Mean Absolute Error is the difference between the 

original and the forecasted values extracted by averaged the 

absolute difference over the data.[10][14] 

    
 

 
∑         

 

   

 

MSE: Mean Square Error is the difference between the 

original and the forecasted values extracted by square of the 

difference over the data.[10][14]. MSE is the averaged square 

per prediction.[15] 

    
 

 
∑        
 

   

 

R-Squared: Coefficient of determination, represents the 

coefficient of how better the values fit compared to the original 
values.[10] 

      
∑         

 

   

∑          
 

   

 

 
RMSE: The square root of the difference between the original 

and forecasted values extracted by the square of the 

difference over the data.[10] 

     √    

                                       √ 
 

 
∑        
 

   

  

 

  Where Yi is the current value in Y 

  Y’ is the predicted value of Y 

  Y’’ is the mean value of the Y. 
R-Squared value Ranges from 0-1, higher the value of 

coefficient of determination, the better the model and lower 

the RMSE is better the performance of the 

model[12][13].Forecasted results of the test set are compared 

with the actual results. The results are plotted as in Fig 4.11 

using the different regression models. 
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Fig-4.11: Test Set using different regression models. 

 

In figure 4.11 represents the final plots of actual versus predicted using different regression models like SVR, GPR LR, etc, and 

Neural Networks applying the Levenberg- Marquardt training algorithm. 

 

 

 

 

 

 
 

 

 

 

 

 

5. CONCLUSION & FUTURE SCOPE 

Different regression modelsand Neural Networksare used for 

predicting the AQI using the previous data of the Vijayawada 

City. The AQI value for the test set year 2019 hasbeen 
forecasted with the different regression models and the 

Neural Networks. Support vector machine-based regression 

model has provided MSE of 98.431 and R
2
 error of 0.599. 

Gaussian process regression-based model has provided MSE 

of 10.355and R
2
 error of 0.958. Linear regression model has 

provided MSE of 61.302and R
2
 error of 0.750. Tree 

regression model has provided MSE of 0.744and R
2
 error of 

0.997.Tree bagger-based regression model has provided 

 
Table-2: The Quality Metrics for different models 
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MSE of 11.747and R
2
 error of 0.952. Neural Network has 

provided the MSE of 0.857 and R
2
error of 0.997. Neural 

network and regression tree have provided same R
2
 error. 

Tree regression model gives lowest MSE. Tree regression 

model provides better performance when compared to all 

other models in terms of MSE and R
2
 error. Deep learning 

can be employed to learn features of pollutants and may 

provide better classification. 
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ABSTRACT This paper illustrates the design, modeling, and analysis of bridge type structure based
capacitive RF MEMS switch with different beam thickness and materials. We have used Ashby’s approach
to select the best materials in each and every level which helped to improve the overall performance of
the switch in terms of mechanical, electrical, and RF properties. Silicon Nitride thin film (εr = 7.8) is
used as a dielectric material. The beam structure stiffness is analyzed with different materials, such as
gold, titanium, and platinum, within these materials gold with high thermal conductivity and Euler–Young’s
modulus of 77 GPa is offering the best performance. Incorporation of meanders and perforations to the
membrane helped to reduce the pull-in voltage. The proposed switch is offering very low pull-in voltage
of 1.9 V. The deflection of beam thickness is tabulated for the three materials among them the 2 ţm thickness
is best beam thickness for the switch for X-band applications. The switch offers best return loss (S11) of
−21.36 dB, insertion loss (S12) of −0.147 dB, and isolation (S21) of −52.04 dB at 8GHz. The switch
presented in this paper is preferable in X-band applications.

INDEX TERMS Fixed-fixed membrane, spring constant, pull-in voltage, switching time, X-band, material
science.

I. INTRODUCTION
RF MEMS technology has exhibited great potential in the
latest low power and high-frequency communication appli-
cations X-band range. Especially X-band radars occupied a
major role in military, weather monitoring, air traffic control,
vehicle speed detection applications. The performance of the
radar depends on the switch present in the radar transceiver
module. Design of the switch with low power consumption,
high isolation, and low insertion are the potential research
problems. RF MEMS switches with high tuning capability
proved its ability in low power communication applications.
In the last few decades, solid-state technology switches (PIN,
FET) fulfill the gap in communication applications, but at
high- frequency range their performance is not up to the mark
[1]–[5]. In context of high isolation, low insertion and low
power consumption RF MEMS switches are dominating the
solid state switches in various applications. Design of an RF

The associate editor coordinating the review of this manuscript and
approving it for publication was Hamid Mohammad-Sedighi.

MEMS switch with low pull-in voltage, high power handling,
low spring constant and best RF performance is the major
research challenge [6]–[8]. Incorporation of low spring con-
stant (K) micromechanical membrane structure, increasing of
actuation area of the electrodes and minimum gap between
the actuation electrodes help’s to reduce the pull-in voltage.
Perforations to the top membrane help to reduce up-state
capacitance which majorly influences the switch insertion
losses. In an association of high relative permittivity (εr)
offering dielectric thin film (µm) in RFMEMS switch design
helps to increase the switch downstate capacitance which
helps to improve the isolation property of the switch [9], [10].

Bridge type capacitive switch having serpentine structure
gives high inductance such that high isolation is achieved for
X-band applications with the pull-in voltage of the switch is
20.4 V [11]. Asymmetric toggle RF MEMS Switch with a
bridge structure is designed based on torsional spring with a
movable membrane. The springs are employed to reduce the
pull-in voltage is 5 V to 3 V and also to achieve better isola-
tion and low insertion loss, each designed switch is suitable
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FIGURE 1. The Schematic view of RF MEMS shunt switch.

for low-frequency applications [12]. The switch is designed
with GaAs substrate with fixed anchors such that the isolation
of −50 dB and low insertion of 0.1dB is achieved at 4GHz
which is applicable for X-band applications [13]. RF MEMS
switch is designed by holding silicon on a glass substrate.
The switch produces high productivity and lower stress and
also less fabrication cost. The pull-in voltage achieved is 19 V
which operates in low frequency [14].

The structure of the paper is as follows, in section II
the structure of the proposed device, working principle, its
dimensions, a brief explanation of selecting material for the
beam and dielectric layers, and theoretical calculations are
discussed. Section III describes the results and discussions of
the proposed switch with including different parameters and
final section IV is the conclusion of the paper.

II. PROPOSED RF MEMS SWITCH
A. STRUCTURE OF PROPOSED SWITCH
The proposed shunt type switch is designed on a glass sub-
strate with a length of 595µm and width 600µm. An insulat-
ing material is placed on the top of the substrate to avoid the
RF leakage currents through the substrate. A dielectric layer
(Si3N4) is placed on the top of CPW transmission line middle
conductor for capacitive type switching. The figure1 shows
that schematic view of the proposed switch.

A fixed-fixed beam structure is used as membrane
which helped to improve the electrical properties of the
switch. The gap between the signal line and beam is 1.5 µm,
the capacitance is developed between the signal line and
beam.

B. WORKING PRINCIPLE
The proposed switch is an electrostatically actuated
capacitive shunt RF- MEMS switch. The micromechanical
structure (beam) is placed on the CPW transmission line.
The capacitive shunt type switches are fixed with the two
anchors for both sides the actuated beam is separated from
the signal line. The CPW is utilized for the RF Signal
transmission from the input port to the output port. Initially,
the switch is UP state position, when voltage is applied to

FIGURE 2. ON state condition of RF MEMS switch.

FIGURE 3. Down state condition of RF MEMS switch.

the actuator, the beam moves to the signal dielectric, it will
pull down state. The electrostatic force is adding on the
beam and load is attached toward the beam, it is distributed
one-third of the area it is an impact to the spring constant
under the applied some voltage the electrostatic force is
generated.

The electro static force is equally distributed over the
region of the beam beyond the electrode. The spring constant
is generated and it is correlated with the distance travelled
below the area of the utilized force. In Upstate capaci-
tance is developed between two electrodes, it is depending
on the dielectric. At some particular voltage, the switch is
actuated and the beam is displaced by applying electrome-
chanical analysis to simulate the pull-in voltage and spring
constant.

The switch consists of a substrate, dielectric substrate, and
CPW transmission line which consist of two ground planes
and one signal line. The beam is connected between the
two fixed anchors. The voltage is applied to the beam is
influencing and touches the signal dielectric.

The switch is initially ON state condition when the voltage
is applied to the beam it touches the signal line it is in OFF
state as shown in figure 2 and figure 3 respectively.

C. DIMENSIONS
The switch associated with membrane with meanders and
holes (perforation), a CPW transmission line and a insulated
substrate. Materials used and the dimensions of the switch are
listed in Table 1.
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TABLE 1. Device specifications.

FIGURE 4. Material selections of a beam in a proposed switch.

D. MATERIAL SELECTION
Propermaterial selection is the key performance deciding fac-
tor in RF MEMS switches design. Ashby’s material selection
method is used to select the materials for different thin films
in the switch design process. The appearance of the proposed
switch is depending on the beam and dielectric materials.
In this, we have considered high conductive metals for the
beam, and to select some insulators for dielectric [15]. The
beam material majority influence the electrical and mechan-
ical parameters of the switch like spring constant, pull-in
voltage, switching speed.

Before finalising the material for beam and dielectric thin
films, we have done the analysis with different materials by
taking their properties in to consideration. In figure 4, we have
shown the relation between thermal conductivity of different
high conductive materials (Au, Pt, Ti,Ni,Cr,Nb,Al2O3) and
young’s modulus which helps to select appropriate material
for beam to achieve low pull-in voltage.

The capacitive RF MEMS switches insertion and isolation
properties depend on the properties of dielectric material.
So, here we have done an analysis on the properties of dif-
ferent dielectric materials as shown in figure 5. Based on
the properties, its Poisson ratio is high, and generating good

FIGURE 5. Material selections of a dielectric layer in a proposed switch.

TABLE 2. Various materials properties.

capacitance between the beam and dielectric. After analysis
on material selection, we have noted that gold and Si3N4
are appropriate materials for beam and dielectric materials
respectively.

Some variable material properties, like Euler-Young’s
modulus (E), Poisson’s Ratio (v), Thermal Conductivity
(K) considering beam and dielectric materials taken by
Ashby’s approach model. Table 2 shows material properties
of different conductors and dielectric materials [16].

E. PERFORATIONS AND MEANDERS
The switch beam is associated with perforations and mean-
ders which help to improve the performance of the switch as
shown in figure 6. Because of meanders the spring constant
of the beam reduces and proportionally the pull-in voltage
also reduces. Perforation to the beam helps to reduce the
mass of the beam and increase the performance of the switch
like switching speed, reducing the pull-in voltage and offer
low insertion losses. The beam perforation shows the impact
on the upstate capacitance of the switch. The Non-uniform
meander technique is used to increase the speed of switch and
decrease the spring constant.
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FIGURE 6. Beam with holes and meander of the proposed switch.

FIGURE 7. Fixed-fixed beam with concentrated vertical load.

The area loss because of the perforation is not more than
60% of the overall area of the membrane. If the holes area
is more than the limit it may leads to breaks in the beam.
Each hole releases the some resudual stress of the beam and
reduces the young’s modulus of the structure. The electro-
static force is not influence by the hole density. The capac-
itance analysis is relaying on the holes. The effect of holes
on the upstate is negligible beacause of the fringing field that
fills the area of holes. In down state capacitance there is no
effect and reduced capacitance ratio.

F. THEORITICAL PARAMETERS
RF MEMS switch performance depends on the mechani-
cal, electrical and Radio Frequency parameters. The one of
the mechanical property of the RF MEMS switch is spring
constant [17].

The spring constant is the parameter, which indicates the
stiffness of the beam. The beam is focused on the load as
shown in figure 7. The formula for beam deflection versus
position of load is

EI
d2y
dx2
= MA + RAx (1)

By writing ‘y’ as

y =
MAx2

2EI
+
RAx3

6EI
(2)

MA = −
Pa
l2

(l − a)2 (3)

FIGURE 8. Mechanical model of fixed-fixed beam.

RA =
P
l3
(l − a)2(l + 2a) (4)

where, ’l’ is the length of the beam, ’MA’ is the reaction of
moment at the left end, ’RA’ is the vertical reaction of the left
end, ’I = wt3/12’ is themoment of inertia, ‘t’ is the thickness
and ‘w’ is width of the beam.

The load is equally distributed to the beam, and also caused
some deflections at the middle point, substituting x = l/2 in
equation 1 and 2.

At some point ‘a’ the deflection is identified, and the load
is equally distributed on the beam. The spring constant with
respected to the beam is

k ′a = −
p
y
= −

εl
y
= Ew(

t
l
)3 (5)

where,

P = εl

y =
2
El

∫
ε

48
(l3 − 6l2a+ 9la2 − 4a3)da (6)

The spring constant for fixed-fixed beam with meanders can
be calculate using formula [17]–[19],

keq = k1 + k2 + k3 + k4 (7)

K(1,2,3,4) =
Ewt3

l3
(8)

where ‘E’ is Young’s modulus, ‘w’ is the width,‘ t’ is the
thickness, ‘l’ is the length of the beam.

The pull-in voltage is depending on the spring constant,
where the DC voltage is applied on the beam through the
RF signal line. The electro static force is generated between
the movable plates and fixed plane the operation as shown
in figure 8. The mechanical force is equal to the potential
energy [18]–[20]. The electro static energy is

m
d2x
dt2
+ Kx = Fe(x) (9)

The mechanical elastic force is

Fm(x) = Kx
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The capacitance of movable parallel-plate is

C(x) =
ε0A
g0x

(10)

Area (A) is impact on the beam, the energy is stored in the
capacitor, with respect to the movable plate is

Fe(x) =
d
dx

(
1
2
V 2C(x)

)
=

ε0AV 2

2 (g0 − x)2
(11)

where,

V = (g0 − x)

√
2kx
(ε0A)

(12)

The equation shows that relation between the voltage and
displacement. The maximum voltage is utilizing on the
beam.

dv
dx
= −

√√√√2kx
ε0A
+ (g0 − x) k

√
1

(2Kxε0A)
(13)

The pull-in voltage of fixed-fixed beam is

Vp =

√
8kg30
27ε0A

(14)

where
K – spring constant
A – over lapping area of electrodes
go - Air gap between beam and signal line
Eo - permitivity of in free space
The capacitance study is estimated during UP state and

downstate. The upstate capacitance is

cu =
ε0A

g0 +
td
εr

(15)

The downstate capacitance is figured by using formula

Cd =
ε0εrA
td

(16)

where A is the area, ‘t’ is the thickness of the beam. The
resonant frequency is calculated by using an equation.

Fr =
1
2π

√
K
m

(17)

where, ’k’ is the spring constant, ‘m’ is the mass of the beam.
Damping ratio and quality factors are the important param-

eter of the RF MEMS switch, It is depending on gap between
the beam, dielectric and also overlapping area of the beam.
By changing the gap damping ratio will also changes, It is
calculated by

b =
3
2π

µA2

g3
(18)

where, ’µ’ is the viscosity of air, ’A’ overlapping area, ’g’ gap
between the electrodes.

TABLE 3. Spring constant and pull-in voltages for gold.

TABLE 4. Spring constant and pull-in voltages for platinum.

TABLE 5. Spring constant and pull-in voltages for titanium.

The quality factor of the switch influences the switching
parameters such as spring constant, resonant frequency. The
quality factor of the switch is obtaining by using the equation,

Q =
K

2π f0b
(19)

where, ’b’ is the damping ratio, ‘k’ is the spring constant, ’fo’
is resonant frequency.

The switching time is important factor for the speed of the
switch. It is calculated by using formula,

Ts =
3.67Vp
Vsω0

(20)

where, ’Vp’ is pull in voltage, ’Vs’ is actuated voltage.
Table 3, 4, 5 demonstrates the effect of beam thickness and

materials on the spring constant and pull-in voltage. In this
gold material offering low pull-in voltage than platinum
and titanium. From tables we have observed that increas-
ing of beam thickness effecting the spring constant pro-
portionally, and simultaneously the pull-in voltage is also
increase.

III. RESULTS AND DISCUSSIONS
A. SPRING CONSTANT
The performance of RF MEMS switch is associated with the
spring constant. The effective spring constant of the beam
associated with meanders indicates the stiffness and how
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FIGURE 9. Simulation of switch membrane by gold.

FIGURE 10. Voltage vs displacement for gold.

much residual stress it can obey. The proposed switch beam
is associated with perforations, these are helped to reduce the
spring constant. The spring constant of proposed switch beam
is 32.35 N/m.

B. PULL-IN VOLTAGE
Pull-in voltage is one of the key electrical parameter of the
switch. The switch requires DC voltage to actuate the beam
and the voltage required to deform beam 2/3 of its initial posi-
tion is known as pull-in voltage. The beam spring constant
majorly decides the pull-in voltage of the switch, by select-
ing low spring constant beam structure, we can reduce the
required pull-in voltage.

The switch is designed and analyzed the performance with
different dimensions andmaterials using the FEM tool.When
the DC voltage is applied between beam and actuation elec-
trodes, the switch beam is actuated [21].

By simulate the proposed switch and to observe the beam
is displaced at a particular voltage. At appropriate voltage,
beam is actuated and the displacement is constant. The
figure 9,10, 11 shows that the beam displacement at different
DC voltages.

The role of materials on the pull-in voltage is ana-
lyzed by designing beam with high conducting metals
like gold, platinum, titanium. In figure12 shows that volt-
age Vs displacement for platinum. We have noticed that

FIGURE 11. Simulation of switch membrane by pull-in voltage.

FIGURE 12. Voltage vs displacement for platinum.

FIGURE 13. Voltage vs displacement for three materials.

the spring constant of the beam depends on the material,
the beamwith gold material offering low spring constant. The
figure13 show that voltage vs displacement of different mate-
rials having various pull-in voltages likes Gold, Platinum, and
Titanium [22]–[24]. It is clear that the low spring constant
offering gold based beam is requiring the low pull-in voltage.
With this we would like to conclude that gold is the best
material to get the good pull-in voltage i.e., 1.9 V.
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FIGURE 14. Down state capacitance of the proposed switch.

FIGURE 15. UP state capacitance of the proposed switch.

C. CAPACITANCE ANALYSIS
The proposed switch works depends on the upstate and down-
state capacitances. The upstate capacitances influence the
insertion losses and the downstate capacitances influences the
isolation losses of the switch. By reducing the upstate capaci-
tance and improving the downstate capacitance we can active
the best radio frequency performance of the switch. The
dielectric thin film decides the capacitance of the switch.

The proposed switch is using Si3N4 as the dielectric thin
film offering a downstate capacitance of 4.47 pF and the
upstate capacitance is 2.47 fF as shown in figure 14 and 15.

D. RESONANT FREQUENCY ANALYSIS
The resonant frequency is known as rate of change of dis-
placement with respect to applied DC voltage. It’s depending
on the gap between the beam and actuation electrodes. The
resonant frequency of the proposed switch is obtained from
the FEM tool simulation i.e., 5 KHz which is closely matched
with the theoretical value.

E. SWITCHING TIME ANALYSIS
The ratio of pull-in voltage to the actuation voltage is known
as switching time. It is depending on the speed of beam
deformation.

The switching time is depending on the pull-in voltage.
If the voltage is increased the switching time is also increas-
ing. At particular voltage the switching time is constant.

FIGURE 16. Switching time analysis of the switch.

FIGURE 17. Stress analysis of proposed switch.

TABLE 6. Comparing switching parameters of three materials.

The switching time of the proposed switch is 9 µs as shown
in figure 16.

F. QUALITY FACTOR
The spring constant, resonant frequency and damping coeffi-
cients decides the quality factor of the switch. If the quality
factor of the switch is low it indicates the settling time of
the beam is low. It is depending on the beam structure and
actuation electrodes area of the switch. The quality factor of
proposed switch is Q= 2.3e-3. This is good toward the switch
settling time is very low.
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TABLE 7. S-parameters of proposed switch.

G. STRESS ANALYSIS
The stress analysis on the beam helps to analyze the scope
of unnecessary deformation which leads to the switch per-
manent failure. The stress is equally distributed by applying
some force on the beam. Here the figure 17 shows that
stress analysis for gold beam material. First, we calculate the
force by using the formula 21, calculated force is 3.2 micro
Newton [25]–[27].

σcr =
π2Et2

3l2(1− v)
(21)

where ‘E’ is the Young’s modulus of material, ‘t’ is the
thickness of beam and ‘l’ is the length of the beam. While
here we taking gold as beam material, because of it is high
conducting material and Young’s modulus is 79 Gpa.

The switching parameters of the three materials are given
in table 6, we observed that material of gold is shows good
results by comparing Platinum and Titanium.

H. RF PERFORMANCE ANALYSIS
The shunt capacitive RF MEMS Radio frequency perfor-
mance are analyzed using HFSS tool. The scattering parame-
ters like S11, S12, S21 are recorded to analyze the insertion
isolation behavior of the switch. When the switch is ON
State condition will occur S11 and S12 are return loss and
insertion loss generated. The switch is OFF state it exhibits
the isolation loss (S21) The RF performance is evaluated at
the switch is ON and OFF state conditions [28]–[35].

These S-parameters are analyzed at 8 GHz to 60 GHz.
The simulation results shows that the switch offering best
return loss and high isolation in x-band range as shown

FIGURE 18. Return loss of proposed switch.

FIGURE 19. Insertion loss of proposed switch.

in figure 18, 19, 20. So we are proposing the switch for
X-band frequency.

From Table 7, we have obtained the return loss is less than
−21.36 dB at 8 GHz, and the insertion loss is up to−0.14 dB
at 10 GHz and the isolation of proposed switch is 52.04 dB
at 12 GHz. The switch offering good performance in X-band
region, so it is applicable in reconfigurable antennas for satel-
lite communications. Here, Table.8, shows that comparison

TABLE 8. Comparison of proposed switch pameters with previous works.
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FIGURE 20. Isolation loss of proposed switch.

of all parameters of the proposed RF MEMS Switch with
previous work.

IV. CONCLUSIONS
In this paper, we have designed and simulated capacitive
shunt type RFMEMS switch for X-band applications. Mean-
ders and perforations play a key role to reduce the spring
constant and pull-in voltage. The switch electrical and RF
parameters are extracted by using COMSOL FEM & HFSS
tools respectively. The switch offering low pull-in voltage
of 1.9 V. The materials impact is present on the switch having
good performance. The device shows a low switching time
of 9 µ s. The result shows that return loss and insertion losses
are −21 dB and −0.147 dB and high isolation of −52.04 dB
at 8 to 12 GHz. The theoretical and simulation values are very
close agreement. The proposed switch offering best perfor-
mance in X-band range i.e 8-12GHz. Therefore, the proposed
RF MEMS Switch is used in radars occupied a major role in
military, weather monitoring, air traffic control, vehicle speed
detection applications.
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Abstract:  

The advancements in technology, has paved way towards many milestones in the field of 

communication. Running on such path the upgraded newly developed 5G: NEWRADIO 

communication protocol has grabbed all the heads towards it. But, there is always a need to 

secure the information that is being communicated from one end to another end. Every user likes 

his/her data to be secured. So this work is an approach to secure the information in various 

ways. By using bootable files in two ways namely Analog Device Kernel and Petalinux we are 

securing the hardware components used in 5G communication. Using the files generated with 

the much utilized processes, secure bootable files will be generated. The Hardware component 

includes a Zynq ultrascale+ MPSOC and the bootable files are created in such a way that the 

files will work only on the device because of it being encrypted. As a result only files that are 

encrypted priorly or secured priorly are only run on the board and the rest will not function.  

 

KEYWORDS:  New Radio, MPSOC, Petalinux, Analog Device Kernel. 

 

Introduction: 

 

These days security has become a primary issue because the users always aspire to have 

their data secured always. Security is basically a complex topic that deals with protection which 

means to safeguard the information that is being traversed and must be trojan free. So basically 

the platform level security can be talked under five main aspects such as  

1. Trust 

2. Information Assurance 

3. Cyber Security 

4. Anti tamper 

5. Protection against all odds. 
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1. Trust: 

 

Basically Trust focuses on the level and the extent of system solutions, silicon providers, 

hardware and software. The key area of focus is risk management and trojan free hardware and 

software. A user basically falls for this aspect and the usual silicon providers must impress in this 

aspect and must make a trust worthy environment 

 

2. Information Assurance: 

 

Information Assurance is based on basically protecting the information, the data that the 

device is handling or processing. 

This usually is done through cipher and cryptographic techniques such as encryption and 

authentication. 

 

3. Cyber Security: 

 

Information assurance assures all information in all forms of media whereas cyber 

security focusses on protecting the information in the cyber domain. 

 

4. Anti tamper: 

 

Anti tamper talks the economic sense which focuses on protecting a customer’s 

intellectual property that is deployed in their product and contained within the device either as 

hardware and software. 

 

5. Protection against all odds: 

 

As discussed in the above categories protection of data endeavors a scope for the users 

data to be secured making the information protected and edible for usage. 

 

Literature Survey:  

 

Secure Boot is designed to protect a system against the malicious and trojan code being 

loaded and executed early in the boot process, before the operating system has been loaded. This 

is a code that is trojan to our hardware. Usually we secure boot a device by generating a binary 

file. If an invalid binary is loaded while secure boot is enabled, the user is alerted, and the system 

will refuse to boot the tampered binary and as a result there will be no damage or trojan based 

code running in our system. The system here is Zynq UltraScale + MPSoC (ZC102) whose 

architecture consists of mainly a Programmable logic (PL) and processing system (PS) block.PS 

is a standalone device which is used for booting. PL is used when there is a continuous 
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stream of data or when there are tasks that are to be constantly processed in defined time limits. 

Here the processor is based on Application Processing Unit (APU) which makes use of ARM 

Cortex- A53 and a Real Time Processing Unit (RPU) which makes use of ARM Cortex- R5. A 

RAM DDR4 is utilized here. My context talks about APU ARM Cortex-A53 only. 

 
 

Fig-1: Architecture of Zynq Ultrascale+ 

 

Proposed system AND System Architecture: 

BASIC BOOT PROCESS: 

Depending on the requirements of the system, boot time performance may be critical to 

the application. So, it’s important to know how the system boots, as some operations will 

only be conducted during the boot process. 

The blocks that are involved in the boot process are 

• PMU 

• CSU 

• APU 

• PL 

 

The binary components that are used by the blocks are 

• Platform Management Unit firmware (PMU) 

• Configuration and Security Unit (CSU) boot ROM 

• Programming Logic (PL)  Bitstream 

• First-Stage Boot Loader (FSBL) 

• ARM Trusted Firmware (ATF) 

 

There are three main stages in the boot process. 
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• Pre-configuration stage: The PMU mainly controls the pre-configuration stage which executes 

the PMU ROM to set up the system. PMU takes care of all of the processes related to wake-up 

and reset. 

• Configuration stage: In this stage, the first-stage boot loader (FSBL) code will be loaded into 

the on-chip RAM (OCM). It supports both secure and non-secure boot modes. APU will load 

FSBL. 

• Post-configuration stage: Once FSBL execution starts, the Zynq UltraScale+ MPSoC device 

will enter into the post configuration stage. 

 

We talk about two boot processes 

-Non- Secure Boot Process 

-Secure Boot Process 

 

Non-Secure Boot Process: 

On the initiation of the boot process, the control is basically passed or is released from 

PMU to the CSU Boot ROM, to determine if authentication is required or not. Then FSBL is 

loaded into the on-chip memory (OCM) by CSU. If so, the FSBL gets executed on the APU. The 

FSBL then starts the second stage boot loader called U-Boot. Any process continues with FSBL 

and SSBL(Secondary Stage Boot loader) which we prefer it to call it as U-Boot. FSBL, PMU 

firmware and CSU Boot ROM are required to establish hardware root of trust. This is included in 

just a case to know about the whereabouts of non secure boot process. 

 

 
Fig-2: Non-Secure boot process functioning 

 

Secure Boot Process: 

As like in the Non-Secure Boot process, here also the control is passed released from PMU to 

CSU to determine if authentication is required. But here CSU proceeds further only if it passes 
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the authentication check which is clearly indicated in the secure boot process diagram as tamper 

monitoring. This is not a part of non-secure boot process as shown above. Basically here the 

CSU being a security based unit checks for any tampering or trojans and  it also checks for any 

encrypted partitions. If any encrypted partitions are detected by CSU, decryption is performed by 

CSU and fsbl is loaded into the on-chip memory. The encryption and decryption are such sets we 

commonly concentrate on. 

 
Fig-3: Secure boot process functioning 

 

In case of  a Secure Boot process two boot modes are implied: 

• Hardware root of trust 

• Encrypt only 

Both of these are as discussed above. 

For secure boot process, if the booting is unsuccessful, only a few commands using JTAG can be 

used which don’t have any connection with the data. 

So this is how a secure boot process is initialized and done. 

And considering this above mentioned secure boot process we now try to boot sd card and 

encrypt FPGA (ZCU102) by programming efuses and also how to encrypt a flash programmable 

drives. 

The Primary secure booting consists of the following 6 category of work to be implemented. 

• SD card Booting. 

• Secure boot on zcu102 board. 

Before doing so, lets see what basically secure boot implies and later device encryption as shown 

below. 

Creating Bootable Linux Images: 

1) SD card Booting: 

There are two different procedures to create a bootable Linux Image. 

• Analog Device Kernel 

• Petalinux Kernel 
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Note: 

• Petalinux should be installed before the following procedures are followed, since we will be 

using petalinux toolchain to compile the kernel. 

• Along with Petalinux, Vivado should also be installed as we will be generate the bitstream in 

Vivado. 

• Petalinux and Vivado should be sourced before the start of the process. 

• All the repositories linux-xlnx, linux-master, u-boot-xlnx, device tree, ARM trusted Firmware 

and rootfs needs to be downloaded to create a bootable image through both the procedures. 

 

ANALOG DEVICE KERNEL: 

Open Vivado and create a project by selecting the required board. The board here is zcu102-

evaluation board. 

• Create Block design by selecting Zynq UltraScale+ . 

• After selecting it, automate the block and make the changes as per the requirements. deselect 

AXI HPM0FPD and AXI HPM1 FPD in PS-PL Configuration. 

• Then check whether the design has any errors by validating the design. If there are no errors, 

then generate the block design and create a HDL wrapper. 

• After creating the wrapper, we need to generate the bitstream. 

• But in order to generate a bitstream, we need to synthesis the design and evaluate it. 

• Once the bitstream is generated, export the hardware by including the bitstream.  

• From the previously downloaded repositories, go to the u-boot-xlnx repository and generate u-

boot and u-boot.elf files by opening terminal in that repository and run the following commands. 

– export CROSS COMPILE=aarch64-linux-gnu- 

– make xilinx zynqmp zcu102 rev1 0 defconfig 

– make 

• After generating the above mentioned files, go to the linux-master repository and generate the 

kernel image and required device tree blob by running the following commands. 

– export CROSS COMPILE=aarch64-linux-gnu- 

– make ARCH=arm64 adi zynqmp defconfig 

– make ARCH=arm64 

 

specific device tree blob is required, so run the following commands. For example, 

∗ make ARCH=arm64 modules install INSTALL MOD PATH = <path-to-rootfs> 

∗ make ARCH=arm64 zynqmp-zcu102-rev10-adrv9371.dtb 

– By running these commands, device tree blob of adrv has been generated. 

– If any drivers need to be loaded, we will run., 

  make ARCH=arm64 menuconfig 

to make the additional changes. 

• Go to arm trusted firmware repository to generate bl31.elf file, run the following commands. 

– export CROSS COMPILE=aarch64-linux-gnu- 
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– PLAT=zynqmp RESET TO BL31=1 

• Using all the above generated files, we will generate a bootable image. 

Thus the image formed along with necessary files as discussed above will finalyze our booting of 

an sd card. 

 

Petalinux Kernel: 

 

• As like in Analog device kernel,we will use Vivado to generate bitstream and export the 

hardware by including the bitstream and launch SDK. 

• Once SDK is launched, We will create an application project for fsbl and pmufw to generate 

their executable files. 

• In order to create a bootable image through petalinux, we need to download board support 

package(bsp) for the device which we are using. 

• As we are using Petalinux 2018.2 version and ZCU102 board, we will download ZCU102-

v2018.2.bsp file. 

• Using the previously downloaded bsp, we will create a new petalinux project using the 

command 

– petalinux-create -t project -s <path to xilinx-ZCU102-v2018.2 final.bsp> 

• A new project will be created named xilinx-ZCU102-v2018.2 and we will go into that 

directory. 

• Using the hdf wrapper generated when hardware is exported, we will configure petalinux 

according to the requirements using the following command 

– petalinux-config –get-hw-description=<path containing wrapper.hdf>/ 

• As we are using SD Boot mood we will make the following changes in the configuration 

window. 
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Enter the Advanced bootable image settings where we will have boot image settings and kernel 

image settings. 

• Select primary sd as the storage device in both of these settings as we are using sd card to boot. 

• Build the petalinux project to create the kernel image using the following command. 

– petalinux-build 

• With the above generated files, we can generate a bootable image though petalinux. 

 

Partitioning the SD Card: 

 

• Connect the SD card and find the location using the command ‘lsblk’. 

• Check for any partitions. If partitions are present delete them. 

• Create two new partitions with 90 percent of the memory to one partition and remaining to the 

other. 

• Name the partitions are BOOT and rootfs with the partition with maximum memory named as 

rootfs. 

• Copy the bootable image generated in the both the processes one at a time into the BOOT 

partition and rootfs from the rootfs downloaded into the other partition. 

 

Thus this is how booting an sd card is done. 

 

Using Device: 

 

• Connect 12V power to the device. 

• Set the device to SD Mode and place the SD card containing the files in the SD card slot of the 

device. 

• Check whether the Linux has been loaded on the device. 
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• If the Linux is loaded, then the device has been booted. Else there might be a problem in the 

generated files. So try to regenerate them. 

 

2) Secure boot on zcu102 board: 

 

• Using the above discussed procedures and making the required changes, we will generate the 

Bootable image for secure boot on the board and try to boot it with the corresponding image. 

 

Experimental Results: 

• The booting of the device has been done through the SD mode using Analog Device Kernel and 

Petalinux by creating the bootable images respectively. This way of booting through SD mode is 

the non-secure boot process which is basic and not recommendable. 

 

 

 
Figure 4: Non-Secure Boot Process 
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Fig 5: Non-Secure Boot Process 

 

Conclusion: 

Secure boot has been initialized by establishing the hardware root of trust according to 

the requirements and the non secure boot process as shown sbove is not a feasible method to 

establish security for our device. The files generated during Analog Device Kernel and Petalinux 

has been secured and the bootable image has been regenerated using both the processes. Using 

the secure bootable image, the device has been booted and this way of booting through SD mode 

is the secure boot process. The flash memory on the device has also been programmed through 

the similar way using both the processes making the necessary changes. 
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ABSTRACT 
 
In this communication, we have analyzed the performance of 
MANET network by adopting the trust based and the auditor 
based mechanisms with this we are able to identify the 
malicious nodes in the network. With the incorporation of 
performance improved watchdog in the MANET, overall 
network performance is improved in terms of security and the 
energy effectiveness. The two mechanisms are involved in the 
performance improved watchdog to identify the malicious 
nodes in the network, i.e.,  in primary level we have combined 
one-hop with auditor node and in the secondary level we have 
placed an active watchdog. Because of this to level 
mechanism all the malicious nodes in the MANET are 
effectively identified and the security of the system is 
improved.  
 
Key words: MANET, watchdog, WSN, malicious nodes, 
auditor node. 
 
1. INTRODUCTION 
 
MANET has emerged into many wireless communication 
applications because of its great ability and potential. 
MANET topology is complex in nature since the mobile nod
s interconnected across multihop communication paths wher
e mobile nodes determine the  topology[1-4]. Because of 
MANET topology dynamic nature the probability of 
malicious nodes is very high. The primary challenges in the 
MANET is improving the energy effectiveness and improving 
the network security.  

 
 

 

Figure 1: MANET sample model 
 

MANETs are especially susceptible to numerous forms of 
attacks and threats to security  due  to maximum sovereignty 
of the user nodes and absence of any centralized 
infrastructure. The integration of credibility- and trust-based 
structures into MANET will help overcome these problems. 
In a MANET, both nodes may be local, because there is no n
etwork connectivity or network back-haul. The network 
energy effectiveness and security primarily depends on the 
how effectively we can identify the malicious nodes in the 
topology. There are so many mechanisms like trust based, 
audit based and credit based. Active watchdog comes under 
trust based mechanism to identify the malicious nodes in the 
network. 
In promiscuous mode,watchdog overhears themessage sent b
y its neighbors. If it finds any    data transmitting anomalies 
or a malicious data from a neighbor, it may identify the neig
hbor as misbehaving.  
 Condition is generated by taking an extra hop of traversal
 in which the hostile  nodes appear to drop their  own packet
s  while  the auditor  node  attempts to key out nodes that are  
hostile contributing to their eventual removal.1Wireless con
nections may be prone to erratic  node  motions in Mobile A
d  Hoc Networks (MANET),  contributing to regular bond er
rors   and unexpected  topology   adjustments.  Maintaining 
the  network  connection in  MANETs can therefore be diffi
cult.Mobility control is a significant problem in ad hoc mobi
le networks (manets), owing in part  to  rapidly  evolving  to
pologies of  the  network[5-8]. 
 A monitor that detects misbehaving nodes and a pathratin
g system that allows routinprotocols to stop certain nodes.Th
e two methods used to identify and minimize routing misbeh
avior  are Monitor and Path rate. 
The Watchdog identifies nodes that are misbehaving by hold
ing a buffer of packets that have just been received. The Deb
ugger then tries to check if the next  node has already trans
mitted a packet by overhearing the adjacent nodes  transmiss
ions.The Monitor extracts the packet   from its buffer as it c
oncludes that the next node has forwarded the packet[9-12]. 
The safeguard system consists of  multiple  modules,  each    
monitoring  module  having  a different role.  The  larger   t
henumber of modules, the greater the amount of resource on
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 thenode. A likelihood distribution is believed to obey the cr edibi-lity equation.  

Figure 2: Node's misbehavior in MANET. 
 
2. RELATED WORK 
 
 The Watch dog technique is a critical building block for 
several confidence schemes built to protect wireless sensor 
networks (WSNs). Unfortunately, this form of procedure 
requires a great deal of energy and thus effectively reduces 
WSN's lifetime. The comparison of a transaction is not clear in 
the case of credibility schemes for MANETs because of the 
restricted observability and detectability of a mobile node. To 
track misbehaviour, nodes promiscuously overhear their 
neighbours conversations.  
 The part used for this form of monitoring is named 
Watchdog[9], Monitor [10], or Neighbour Watch[11-12]. 
Wireless channel instability and energy conservation are the 
key problems for watchdog systems. Every monitor is located 
so close to its goal node that communications require minimal 
resources.  In the other hand, mission frequencies are chosen 
according to the trust worthiness of the goal nodes. the lower 
frequency of the activities is appropriate when the goal nodes 
are secure. This saves electricity by cutting back on 
transmission numbers. The findings also shown  effectively 
that our watchdog optimization strategies will save at least 
39.44 percent of energy without losing any reliability (less 
than 0.06 in terms of confidence precision and robustness), 
including in certain instances improving safety against some 
assaults. Several monitoring issues have been found in, such 
as the challenge of unambiguously detecting that a node is not 
transmitting packets in the face of collations or in the cases of 
insufficient transmission capacity.  
 The  watchdog function in CORE is focused on the 
promiscuous style of wireless node device operations. 
Moreover, by ranking the end-to-end link the nodes will 
determine the outcome of a transaction. CONFIDANT utilizes 
passive acknowledgement not only to check that a node can 
forward packets, but also as a way of detecting when a packet 
has been illegitimately changed before forwarding. Marti et 
al.[13] suggested watchdog and path ratter components for 
minimizing routing misbehaviour. They found improved 

performance in MANETs by complementing the DSR 
protocol with a watchdog for detecting rejected packet 
forwarding and a path rate for confidence management and 
routing procedure, ranking any path used.  
 This makes any node on its routing path to stop malicious 
nodes. Watchdog measures a node's wrong doing by copying 
packets to be transmitted to a buffer and tracking the adjacent 
nodes actions against such packets. Promiscuously the 
inspector snoops to verify whether the nearby nodes forward 
the packets without alteration. If the snooped packets fit those 
in the control node buffer, they will simply be discarded. The 
packets that persist past a specified among of time in the 
control node buffer are marked as having been dropped or 
charged. The node responsible for transmitting the packets 
would then be identified as a suspect node. If a specified 
threshold value increases the amount of such failures to 
forward packets, the guilty node would be marked as a 
malicious node. Knowledge regarding hazardous nodes is 
forwarded to the feature pathrater for use in path evaluation 
[14].  
 
3. PROPOSED METHOD 
 

 The proposed framework utilizes the Active 
Watch dog methods for MANET. This procedure is utilized 
to adjust vitality proficiency and security as far as trust 
exactness. In this powerful Watch dog enhancement 
strategy the data sends from source to destination node in 
the way huge numbers of the nodes are accessible. The 
neighbour or closest node is considered for data  
 
transmission that is selected Active Watch Dog node with 
the goal to decrease the consumption of power and 
increasing security. This Watch dog is called as a Active 
Watch dog as it continuously monitors all the nodes 
transactions during data communication.  
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Figure 3: performance improved active watchdog algorithm flowchart. 

 
Initially when a MANET is established, the nodes in the 
network are dynamic in nature and then the administrator 
nodes are selected for key generation and maintenance. 
Among the nodes initially a node having high 
computational power and energy efficiency is considered as 
Active Watchdog node and when the communication is 
initiated, the node will calculate the data packets received 
by the node and send to neighbor nodes as 
 

Data Transferred (Ni) = Data Received – Data Send to 
Neighbor node.                                                                        (1) 
 

Here Ni represents specific node i. 
If there is any change in the data transferred level, the node 
is marked as malicious node and the remaining nodes are 
certified as trusted nodes. A node whose data transferred 
rate is less than ‘5’ is certified as trusted nodes. After the 
communication is completed, the network marks all nodes 
as trusted or malicious nodes. 
 
 
 

The Active watchdog node will be dynamically changed for 
every transaction and the data maintained by the Active 
watch dog node should be transferred to the new Active 
Watchdog node before leaving the MANET. The watch dog 
node records the malicious activities caused by several 
nodes and those nodes are not considered from next 
communications. Extreme objective is to lessen the power 
consumption by Watch dog.  
 

4. RESULTS AND DISCUSSIONS 

4.1. Auditor based  
The test was performed in the simulator at NS2.  A distincti
on was made between the approaches introduced and the pro
cedures used during the audit. The findings are illustrated gr
aphically below based on the research which focuses on the 
packet distribution ratio. In the experiment,three approaches
 were analysed. It includes; Normal Auditor Process process 
Auditor & One Hop (AOH) system. 
 

Start 

If (node_count 
> threshold ) 

calculate the data difference (Ni) at each node 

If the difference is 
<= threshold (5) 

Identify the node of temporary 
malicious node (Mi) 

If Mi count is 
greater than 
threshold (3) 

The node is identified as 
permanently malicious 

Trust node 

stop 

NO 

YES 

Yes 

NO 

NO 

YES 
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Figure 4: Delivery ratio: 10% malicious nodes. 

 

 
Figure 5: Delivery ratio: 20% malicious nodes. 

The distribution ratio is the percentage of the message trans
mitted to the message produced. 

 
createdmessagesofNumber

deliveredmessagesofNumber
tioDeliveryra 

                  (2)
 

 
In Figure 3 and Figure 4, the three  strategies are compared 
    
and  contrasted  respectively with 10 percent and 20 percent 
malicious nodes. With the rising amount of malicious nodes,
     the amount of packet droppings is growing. The AOH 
approaches thus demonstrates significantly improved 
distribution efficiency than other approaches. In the proposed 
AOH process, the pause in data transmission between the 
nodes is minimized and is shown in the figure below.  
 

 
Figure 6: Delay in data transfer. 

The two mechanisms are involved in the performance 
improved watchdog to identify the malicious nodes in the 
network, i.e.,  in primary level we have combined one-hop 
with auditor node and in the secondary level we have placed 
an active watchdog. 
The approach suggested eliminates the failure of the packets
 during contact. Any node essentially has the auditor and on
e hop method if it has forwarded the packets to next nodes w
ithout any miscellaneous intervention. Reduction of packet l
oss rate is seen in the figure below. 
 

 

Figure 7: Packet loss reduction. 
 

 
Figure 8: Throughput level. 
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The suggested system efficiency is higher than the current 
methods. The findings indicate that the AOH approach 
suggested demonstrates greater and better efficiency than 
conventional methodologies.  
 

4.2. Trust based  
The proposed method is implemented in NS2 and the 
proposed watchdog method is implemented which provides 
security to the data and identifies the malicious nodes in the 
MANET for secure data transmission. The parameters used 
for establishing a MANET is depicted in Table 1. 

 

Table 1: Experimental Parameters 

 
 

The overall communication overhead of the proposed active 
watch dog method is compared with the traditional watch dog 
method and the results are depicted in figure 9. 

 

 
Figure 9: Communication Overhead levels. 

 

After the MANET is established and the watch dog node is 
selected,  the identification rate of the malicious nodes are 
depicted in Figure 10. 

 
Figure 10: Active Watch dog system identification rate. 

 

The proposed active watch dog method effectively identifies 
the malicious nodes in the network. As all nodes are trusted 
nodes, the packet delivery rate in the proposed method is high 
as shown in Figure 11. 

 

 
Figure 11. Packet Delivery Ratio. 

 
The energy consumption rate of the proposed method is very 
less when compared to traditional methods. The energy 
consumption rate is depicted in Figure 12. 

 

 
Figure 12: Energy Consumption Ratio. 

 
The data security level of the proposed method is illustrated in 
Figure 13.  

 

 
Figure 13: Data Security Level. 
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5. CONCLUSION 
 

we have improved the watchdog performance in the MANET 
network which is able to identify the malicious nodes in the 
network. With the incorporation of performance improved 
watchdog in the MANET, overall network performance is 
improved in terms of security and the energy effectiveness. 
The two mechanisms are involved in the performance 
improved watchdog to identify the malicious nodes in the 
network, i.e.,  in primary level we have combined one-hop 
with auditor node and in the secondary level we have placed 
an active watchdog. Because of this to level mechanism all the 
malicious nodes in the MANET are effectively identified and 
the security of the system is improved.  
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Abstract: The rapid growth of the Internet of Things (IoT) has led to a situation where individual manufacturers develop their own communication 
protocols and frameworks that are often incompatible with other systems. Part of this is due to the use of incompatible communication hardware, and 
part is due to the entrenched proprietary systems. This has created a heterogeneous communication landscape, where it is diff icult for devices to 
coordinate their efforts. To remedy this, a number of IoT Frameworks have been proposed to provide a common interface between IoT devices. There 
are many approaches to common frameworks, each with their strengths and weaknesses, but there is no clear winner among them. This proposed work 
presents a virtual network testbed for implementing smart home IoT Frameworks. The components of various IoT architecture proposals as well as the 
novel component, the Thing Management System, were combined, consolidated and related to each other to develop the Holistic IoT Architecture 
Framework. Subsequently, it was shown that the specifications of the architecture framework are suitable to guide the implementation of a prototype. 

. 
Index Terms: Secure data Tansfer, Internet of Things, Security, Protocols, IoT Devices..   

——————————      —————————— 

 

1 INTRODUCTION                          

The Internet of Things (IoT) is growing quickly. Some 

estimates indicate that there will be 13.5 billion consumer IoT 
devices in use by 2020, and that excludes business and 
industrial applications [1]. The term ―Internet of Things‖ has 
become something of a buzzword, but what does it mean? In 
this case, the name is somewhat apt. IoT devices are ―things‖ 
that are networked together and connected to the Internet. 
This can be anything from an array of hundreds of weather 
sensors to a coffee maker that starts brewing when your alarm 
clock goes off. Home automation is not a new thing, but until 
recently it has been done primarily by amateur tinkerers and 
hobbyists rigging something together to make it work. Now, 
there are thousands of devices that are sold Internet-ready; 
they can often be set up in a few minutes by a layperson. 
Among these devices are things like door locks, lightbulbs, 
thermostats, security cameras and practically anything else 
you can imagine. IoT platforms aim to enable secure 
connectivity between things, be it humans, sensor-devices or 
services of some sort, and are regarded as an integral part of 
any IoT architecture. These platforms provide software suites 
and various cloud based services to facilitate the operation of 
―IoT endpoints‖ to enable communication between various, 
different devices. Currently available IoT platforms provide 
functions for device and application management (PaaS), data 
aggregation, transformation, storage and management as well 
as some means to analyze and visualize data streams [12]. 
However, if a user wants to use the functionalities of any IoT 
platform he must adhere to some constraints imposed by IoT 
platforms. 
 
 
 
 
 

 
   

Fig 1. Block diagram for a typical IoT configuration. 
 
The reason for this lack of dynamics lies in the low level of 
abstraction of IoT application development required by current 
IoT platforms. On the one hand, users have visual tools (e.g. 
node based and visual development tools) to create an 
application. On the other hand, users need to directly address 
devices (e.g. provide a one-to-one mapping of an ―IoT 
endpoint‖ node to a device talking to that endpoint [13]. Thus, 
adding a new device requires creation of a new node on the 
respective application, provision of a device-node mapping, 
manually normalizing of the retrieved data and redeploying the 
application on the IoT platform. The goal of this proposed work 
is to illustrate how IoT devices can be accurately simulated. 
Specifically, the focus is on communication between devices, 
so a particular emphasis will be on building simulated devices 
that can accurately mimic their real-life counterpart to the 
extent possible. Further, this proposed work will illustrate how 
these simulated devices can be combined in simulated 
networks using an IoT Framework. This will provide a base 
from which new devices can be simulated and different 
frameworks can be implemented [14]. Ultimately, having 
simulated smart home devices on a simulated smart home 
network can serve as a testbed for IoT Frameworks. Different 
frameworks can be applied to the same devices to see how 
well they interact, students can study protocols and interact 
with modeled devices in a virtual setting and developers can 
test how new devices and applications interact with already-
modeled setups. This architecture framework aims to combine 
the various IoT architecture proposals to a common 
denominator. Based on this holistic framework literature 
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proposing implementations, technologies or behaviours for 
each component of the architecture can be examined and the 
definition of each architectural component can be refined [15].  
An increased level of abstraction in the development process 
addresses both issues of IoT development platforms 
mentioned previously. The lack of system dynamics (e.g. 
because a user cannot simply add new IoT endpoints with 
respective devices on-the-fly) is reduced by introducing and 
specifying high level architectural elements. These high-level 
elements, their behavior, interfaces, roles and data structures 
are to be defined by the holistic architecture framework [16]. 
These high-level elements could then be used by users in the 
development process.  

 
2 LITERATURE SURVEY 
The Internet of Things is deemed to have a high impact on 
every aspect of everyday life. It is envisioned to be the 
integration of the physical world into the digital world or vice 
versa. Enterprises and countries alike have already assessed 
the importance of IoT and started to move into strategically 
advantageous positions to exploit the most value of IoT. For 
example, the National Intelligence Council (2008) sees IoT as 
one of the Five Disruptive Civil Technologies, which has a 
potentially important impact on the country´s interests out to 
2025. Ahmad et al [3] also assumes that by 2020 there will be 
a black market worth of five billion US$ for fake sensor data, 
which emphasizes the need for information reputation and 
evaluation techniques in IoT. For IoT to be successful, a trust 
environment has to be established. As already elaborated on 
and highlighted again in this chapter, IoT can very well be 
considered as a hyped technology. With IoT being a relatively 
new concept and under high coverage of both media, 
businesses and researchers it is not surprising that the term 
itself and related research field lack a commonly accepted and 
established definition. Designed to operate in a noisy 
environment, the 802.15.4 standard uses Direct-Sequence 
Spread Spectrum (DSSS), which minimizes the effect of 
random noise [17]. This makes it ideal for a cluttered 
environment like one would expect in IoT applications. These 
underlying features of 802.15.4 as a whole provide a stable 
foundation, on top of which several different protocols have 
been built. Many of these protocols are ideally suited to smart 
home applications because they provide communication within 
a house-sized area and use very low power [18]. Both ZigBee 
and 6LoWPAN are built on the same physical and data-link 
layers, this means they use the same physical hardware. The 
difference is the implementation of the higher levels. ZigBee 
has been around longer and is supported by more devices, but 
6LoWPAN is easier to use with the Internet [19]. This is 
because 6LoWPAN is essentially a low power version of IPv6. 
This mimicking of IP formatting allows it to communicate with 
things outside the local network using a simple gateway. 
ZigBee can also do this, but the conversion required at the 
gateway is more involved and adds overhead [20]. 6LoWPAN 
has an adaptation layer that is between the link layer and 
network layer, and it provides a few solutions that allow for 
IPv6 traffic to translate to 6LoWPAN traffic relatively 
seamlessly. It fragments and reorders IPv6 packets to account 
for smaller packet size, compresses the headers as much as 
possible, allows for stateless addressing, and provides 
infrastructure for mesh routing [21]. This sounds like a lot, but 
it’s significantly easier than translating from Bluetooth or 
ZigBee to and from IPv6. 

Fenn et al. [10] also say that IoT can and will not merely be a 
global EPC system based on RFID. More different and kinds 
of things will be added and connected by using different 
communication technologies. Things will need to be managed 
and organized into networks (e.g. Wireless Sensing and 
Actuating Networks (WSAN)). The upcoming heterogeneity 
was already considered in the formal definition of IoT provided 
by the International Telecommunications Union (2005). The 
definition states that the internet cannot only connect anyone 
at any time and any place but anything at any time and any 
place. This view focuses more on the networking aspect of IoT 
and Atzori et al. (Atzori et al. 2010) name it the Internet 
Oriented Vision of IoT. Having agreed upon these ideas and 
with IoT gaining significant interest, both research and industry 
tried to develop relevant use cases for IoT. 
 

3 PROPOSED METHOD 
The first step in simulating a smart home network will be to 
simulate a home network. As prior research shows, there are 
many ways to do this, and any of them can work. This 
proposed work proposes to use Virtual Machines running on 
the same physical host computer to handle the networking. 
This has a few benefits. First, by running locally, the local 
network can be simulated while offline, which allows for more 
flexible development. Also, by using Virtual Machine software 
like VMware or VirtualBox, the Physical and Data Link layer 
implementations are handled by the hypervisor. This allows 
the development process to work at the Network level and up. 
Lastly, VM environments can be easily translated to cloud 
services to host the network on the cloud after its development 
period [22]. The next step will be to simulate individual IoT 
devices. Simulating IoT Devices is a little open-ended because 
of the abundance of different IoT devices available. However, 
as proof of concept, it would be helpful to simulate a couple of 
very different devices and illustrate how existing simulations 
can be tied together via a framework. One device will be a 
LIFX lightbulb, which works in an unencrypted fashion using a 
published UDP packet format for commands [23]. Because the 
packet specification is documented, this proposed work will 
show how documentation like this can be translated to a 
simple program. Another important concept for simulating a 
smart home network is to be able to incorporate other 
simulations [24]. To accomplish this, the Nest Home Simulator 
will be used and incorporated into the wider simulation. Finally, 
an IoT framework will be implemented on the simulated 
network, communicating with the simulated devices. The main 
point of this research is to show how device simulations can 
be leveraged to simulate an IoT framework. To this end, 
another Virtual Machine will be made that will serve as an 
OpenHAB server to coordinate simulated devices. If the 
devices are properly simulated, and the OpenHAB bindings 
are correct, then this part may be very simple. However, if 
functionality is lacking or partial, extensive configuration 
editing may be necessary. Since OpenHAB has hundreds of 
bindings and an active development community, there should 
be sample resources if problems are encountered.  
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Fig 2:  RFID Working Principle of Internet of Thing 

 
In the daily life, things are generating so fast. The RFID 
technology has already been implemented everywhere. In 
Figure 3, it shows the size of RFID chip in 2016. It can exist in 
anything, such like the passport, library cards or even some 
advanced business application. Moreover, RFID is commonly 
applied in the asset tracking industry to manage the huge 
information that is happening around the world. This 
technology helps user to improve the efficiency and 
transparency in the supply chain among all the aspects. 
 

 
 

Fig 3: Flow Char for Cognitive IoT 
 
As mentioned before, cognitive IoT is trying to mimic the way 
the human brain works. It involves self-learning system. The 
cognitive IoT does not have a certain module, but it should 
start with certain basic knowledge block. With the IoT 
application implement, all the data that have been collected to 
the IoT platform should be stored and personalized in order to 
fit the different need in real life acquirement. 
Extended service providers provide value added services to 
sensor data consumers, this component of S2aaS as the most 
―intelligent‖ one, as it provides a wide variety of different 
services, where each requires different methods, technologies 
and approaches to transform the requirements set by sensor 

data consumers to sensing tasks and analyze as well as 
present the resulting data. One of the main tasks of an 
extended service provider is to formalize the informal sensing 
requests of sensor data consumers into sensing tasks. These 
tasks must be generic and universal, so that each sensor 
publisher can understand and handle the task. Additionally, 
extended service providers need to be able to support different 
sensing paradigms as well as incentive mechanisms. Based 
on the Generic IoT Architecture, described  and the individual 
components of IoT architecture proposals are analyzed in 
order to work out common concepts of each component´s 
tasks, responsibilities and requirements. Therefore, each IoT 
architecture proposal is examined and the descriptions, 
requirements, tasks and intentions of each component are 
categorized based on the Generic IoT Architecture’s layers. 
Ideally, each component is described with each layer of the 
Generic IoT Architecture in mind, which would mean in 
conclusion that the component is holistically described. A 
holistic IoT architecture component description will consider 
the Business-, Application-, Middleware-, Network- and 
Perception Layer of the Generic IoT Architecture. The previous 
method suggested the so-called Thing Management System 
as a tool for Owners to manage their Things and share their 
Things services with Publishers. By being responsible for 
these tasks, the Thing Management System is expected to 
ensure the privacy and anonymity of a Thing´s Owner while 
simultaneously simplifying the management of these Things. 
In order to be able to design and develop such a system 
guiding principles or a domain model need to either be 
developed or identified and transferred from other research or 
problem domains 
 

4 RESULTS 
The main deliverable was definitely the bulb simulation, but its 
development also necessitated the creation of a control 
interface that allowed users to send specific packets and make 
sure the simulation was behaving correctly. This ended up 
being a couple of different program. The first program merely 
sent one packet and printed the replies. This was useful for 
testing corner cases or probing unexpected behavior. 
 

 
 

Fig 4: IOT users Range 
 
 Figure 5  shows its simple interface. 
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Fig 5: User interface for control.py. 
 
A simple GUI controller was also made that performed the 
base functions of controlling power, color and performing 
device discovery.  
 

 
 

Fig 6: smart home technologies risks. 
 

5 CONCLUSION 
The primary goal of this proposed work was to illustrate how 
simulating IoT devices and networks can be used to build a 
testbed for IoT Frameworks. First, a home network was 
successfully simulated using separate Virtual Machines for 
each node on the network, linked together through a VM 
hypervisor. The network behaved just like a home network, 
relying on the Router VM for things like DNS lookup and 
routing outside the network. Next, IoT Device simulations were 
implemented. A simulation of a LIFX Smart Lightbulb was 
implemented from scratch based on published specifications 
and observations from actual hardware. Also, the existing Nest 
Home Simulator was employed to illustrate that other 
simulations can be incorporated. Finally, the OpenHAB IoT 
Framework was implemented in the simulated network on 
simulated devices, being unable to distinguish the simulations 
from actual hardware. The successful implementations of the 
simulations and Framework shows the feasibility of using a 

simple testbed like this to perform analysis of Frameworks 
without having to use physical hardware. In its current form, 
this can be used as a tool for observing an accurate 
representation of the network traffic generated by the 
simulated devices. This can be an educational tool to illustrate 
how IoT devices work under the hood, or it can be used for 
more practical applications like optimization. 
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Abstract: With the rapid growth in technology, analysis of 

feedback and reviews by the customers in companies and 

industries becomes a major challenge. The profit of the company 

mainly depends on the customer satisfaction. The view of the 

customer can be analyzed only through feedback. The review 

analysis can be utilized for the prediction of current sales and 

future sales of the company. With this overview, the paper aims in 

performing the sentiment analysis of the movie review. The Type 

of comment given by the customer is predicted and categorized 

into classes. The sentiment Analysis on movie Review dataset 

taken from the KAGGLE leading Dataset repository is used for 

implementation. The categorization of sentiment classes is 

achieved in five categories. Firstly, the target count for each 

sentiment is portrayed. The Resampling is done for equalizing the 

target sentiment count. Secondly, the extraction of sentiment 

feature words for each target is displayed and the data cleaning is 

done with Term Frequency Inverse document Frequency method. 

Thirdly, the resampled dataset is then fitted with the various 

classifiers like Multinomial Naives Bayes Classifier, Logistic 

Regression Classifier, KNearest Neighbors Classifier, Bernoulli 

Naives Bayes Classifier, Complement Naives Bayes Classifier, 

Nearest Centroid Classifer, Passive Aggressive Classifier, SGD 

Classifier, Ridge Classifier, Perceptron Classifier. Fourth, the 

feature extraction is done with Hashing Vectorizer and Counting 

Vectorizer. The vocabulary features are also displayed from the 

dataset. Fifth, the Performance analysis of clasifier is done with 

metrics like Accuracy, Recall, FScore and Precision. The 

implementation is carried out using python code in Spyder 

Anaconda Navigator IP Console. Experimental results shows that 

the sentiment prediction and classification done by Ridge 

classifier is found to be effective with Precision of 0.89, Recall of 

0.88, FScore of 0.87 and Accuracy of 89%.  

 

Index Terms: Accuracy, Recall, FScore, Sentiment and 

Precision  

I. INTRODUCTION 

  Sentiment processing and analysis is a major task in the 

field of Prediction of language processors [1]. Nowadays 

companies are moving forward to spend for feedback 

analysis of their customers and employees for forecasting the 

company revenue and turnover. with the technological 

growth, the customers are giving their feedback in the social 

media which is viewed and influenced by the people all over 

the country. So analyzing the online reviews of their products  
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becomes a challenging issue for the manufacturing 

companies. The purpose of the sentiment analysis is to 

analyze and determine the type of sentiment of the text 

review messages given by the customers. Each text given by 

the customers are highly sensitive with non standard 

grammatical text structures and with low or high integrity. So 

determining the polarity and the sensitiveness of the feedback 

review is a challenging task. This makes the application of 

machine learning and natural language processing to come 

into picture for predicting the sentiment analysis on movie 

reviews. 

The paper is prepared with the Section 2 exploring the 

literature survey and related works. Section 3 deals with the 

proposed work continued with execution details and 

performance comparison in Section 4. Finally the paper is 

concluded in Section 5.  

II. RELATED WORK 

A. Literature Review  

The sentiment classification method mainly focuses on 

machine learning methods along with the natural language 

processing. The large scale sentiment dictionary is designed 

to enhance the sentiment classification method and 

performance. The machine learning methods were used based 

on the parsing and sentiment information to predict the 

sentiment type [2]. 

The phrase level emotion detection model is designed to 

predict the implicit emotion detection and sentiment 

classification [3].  The Support vector machine is used along 

with the probability output text weighting in order to enhance 

the sentiment classification accuracy metric [4].  

The LSTM (Long Short-Term Memory) is a kind of neural 

network which can detain long term text dependencies in a 

sentence sequence. This is done by designing the block of 

storage units and it is used to update the block information in 

the storage and to make the permanent memory thereby 

enhancing the depth calculation of the sentiment tree analysis 

[5].  The Long Short-Term Memory combined with the target 

dependent variable is used to improve the prediction 

accuracy [6]. The concept of forward tree-structured long 

short-term memory networks is designed to enhance the 

sentiment classification [7].  
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  With the enormous applications of machine learning 

techniques, the deep neural network combined with attention 

model to improvise the sentiment prediction analysis by 

focusing on classification relationships and text evaluation 

[8]. A neural architecture is proposed to exploit the instant 

available sentimental lexicon resources like lexicon-driven 

contextual attention and contrastive co-attention to improve 

the sentimental classification accuracy [9]. A capsule 

network is designed with activity vector denoting the 

sentiment instantiation parameters. Single lower level 

capsule tends to send its corresponding output to higher level 

capsules having a large scalar product and sentiment 

prediction from the lower level capsule [10]. Three methods 

were proposed to enhance the dynamic routing process to 

improve the interruption of some error capsule that may 

contain redundant information or it would have not been 

trained properly. This makes the sentiment prediction in 

capsule network with high precision and accuracy [11]. An 

effective routing technique that effectively reduces the 

computational complexity in case of multiple sentiment 

analysis data sets [12]. The attention mechanism is 

incorporated with the capsule sentiment network for the 

extraction of relation in a multi-label learning framework 

[13].   The Capsule network for sentiment type analysis is 

done in domain adaptation scenario with adaptation of 

semantic rules to improve the comprehensive sentence 

representation learning [14]. The concept of classification 

and its methodology is learnt [15]-[33]. 

III. PROPOSED WORK 

A. Preliminaries 

B. Term Frequency Inverse Document Frequency 

There are various methods to find the TFDF and it has two 

metrics namely Term Frequency and Inverse document 

frequency. The Term frequency represents the amount of 

time a particular term appears on a page by dividing it with 

number word in a text document and it is given below. 

 

𝑇𝑒𝑟𝑚 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 =  
1 + log(𝐾𝑒𝑦𝑤𝑜𝑟𝑑 𝐶𝑜𝑢𝑛𝑡)

𝑙𝑜𝑔(𝑡𝑜𝑡𝑎𝑙 𝑤𝑜𝑟𝑑 𝑐𝑜𝑢𝑛𝑡 𝑖𝑛 𝑡𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡)
 

 

The formula for finding the inverse document frequency is 

given below. 

 

𝐼𝐷𝐹 = log 𝑜𝑓
1 + Total Documents

𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑤𝑖𝑡 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠
 

C. Proposed System Architecture 

The overall framework of this paper is shown in Fig. 1 

IV. PROPOSED WORK 

In this work, the counting vectorizer and hashing 

vectorizer are used to predict the sentiment type of the people 

using their movie reviews. Our contribution of this work is 

pointed out here. 

(i) Firstly, the target count for each sentiment is 

portrayed. The Resampling is done for equalizing 

the target sentiment count. 

(ii) Secondly, the extraction of sentiment feature 

words for each target is displayed and the data 

cleaning is done with Term Frequency Inverse 

document Frequency method. 

 
Fig. 1 System Architecture of Sentiment Analysis 

 

 

 

 

Movie Review Data Set 

Identifying dependent and independent attribute 

Importing the data set 

Segmenting Training and Test data set 

Analyzing the target Sentiment count 

Fitting to Classifiers 

 Multinomial Naives Bayes Classifier 

  Logistic Regression Classifier 

  K- Nearest Neighbors Classifier 

  Bernoulli Naives Bayes Classifier 

 Complement Naives Bayes Classifier 

 Nearest Centroid Classifer 

 Passive Aggressive Classifier 

 SGD Classifier 

  Ridge Classifier 

 Perceptron Classifier. 

  
 

Analysis of Precision, Recall, FScore and Accuracy 

Cleaning data with TFIDF 

Feature extraction by Hashing and Counting Vectorizer  

Resampling the Sentiment count 

Extracting words for each Sentiment 

Sentiment Analysis 
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(iii) Thirdly, the resampled dataset is then fitted with the 

various classifiers like Multinomial Naives Bayes 

Classifier, Logistic Regression Classifier, KNearest 

Neighbors Classifier, Bernoulli Naives Bayes Classifier, 

Complement Naives Bayes Classifier, Nearest Centroid 

Classifer, Passive Aggressive Classifier, SGD Classifier, 

Ridge Classifier, Perceptron Classifier. 

(iv) Fourth, the feature extraction is done with Hashing 

Vectorizer and Counting Vectorizer. The vocabulary 

features are also displayed from the dataset.  

(v) Fifth, the execution assessment of clasifier is done with 

metrics like Accuracy, FScore, Recall and Precision 

V. IMPLEMENTATION AND PERFORMANCE 

ANALYSIS 

A. Sentiment Analysis and Prediction  

The Sentiment Analysis for Movie Reviews Dataset 

extracted from Kaggle ML dataset warehouse is used for 

implementation with 2 independent variable and 1 Sentiment 

dependent variable. The dataset consists of 1,56,060 

individual’s data. The attribute are shown below. 

1. Sentence Id 

2. Phrase 

3. Sentiment - Dependent Attribute 

 

The type of sentiment of the dependent variable is shown 

below. 

B. Performance Analysis 

The target count for each sentiment dependent variable of 

the Sentiment Analysis of the Movie Review dataset is shown 

in the fig 2.   

 
Fig. 2. Target count of sentiment dependent variable 

The resampling of the target count for each sentiment 

dependent variable of the Sentiment Analysis of the Movie 

Review dataset is done and is shown in fig 3. 

 
Fig. 3.  Resampling of Target count of sentiment dependent 

variable 

The extraction of sentiment feature words for negative target 

is displayed and is shown in fig 4. 

 
Fig. 4.  Sentiment feature words for negative target 

The extraction of sentiment feature words for somewhat 

negative target is displayed and is shown in fig 5. 

 
Fig. 5.  Sentiment feature words for somewhat negative 

target 

The extraction of sentiment feature words for neutral target is 

displayed and is shown in fig 6. 
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Fig. 6.  Sentiment feature words for neutral target 

The extraction of sentiment feature words for somewhat 

positive target is displayed and is shown in fig 7. 

 
Fig. 7.  Sentiment feature words for somewhat positive 

target 

The extraction of sentiment feature words for positive target 

is displayed and is shown in fig 8. 

 
 

Fig. 8. Sentiment feature words for positive target 

The starting and ending time of Term Frequency and inverse 

document frequency is shown in Fig. 9. 

 
Fig. 9. Starting and ending time of TFIDF 

 

The resampled dataset is then fitted with the various 

classifiers like Multinomial Naives Bayes Classifier, Logistic 

Regression Classifier, KNearest Neighbors Classifier, 

Bernoulli Naives Bayes Classifier, Complement Naives 

Bayes Classifier, Nearest Centroid Classifer, Passive 

Aggressive Classifier, SGD Classifier, Ridge Classifier, 

Perceptron Classifier. The obtained confusion matrix for 

each of the classifiers is shown from Fig. 10 – Fig. 19. 

 
Fig. 10. Confusion Matrix of Multinomial NBayes 

Classifier 

 

 
Fig. 11. Logistic Regression Confusion Matrix 

 

 
Fig. 12. KNN Confusion Matrix 

 

 
Fig. 13. Bernoulli N Bayes Classifier Confusion Matrix 
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Fig. 14. Confusion Matrix of Complement NBayes 

Classifier 

 
Fig. 15. Confusion Matrix of Nearest Centroid Classifier 

 

 
Fig. 16. Passive Aggressive Confusion Matrix 

 

 
Fig. 17. SGD Confusion Matrix 

 

 
Fig. 18. Ridge Confusion Matrix 

 

 
Fig. 19. Perceptron Confusion Matrix 

 

The performance metrics and its prediction analysis is shown 

in the Table 1 - Table. 2. The parameters that are used to 

measure the performance of the sentiment type prediction is 

shown in Fig. 22 – Fig. 25. 

Table. 1 Analysis of Precision and Recall Score 

parameters 

Classifier Precision Recall 

Multinomial NBayes Classifier 0.74 0.73 

Logistic Regression Classifier 0.81 0.80 

K Nearest Neighbors Classifier 0.84 0.82 

Bernoulli Naives Bayes Classifier 0.79 0.78 

Complement N Bayes Classifier 0.76 0.75 

Nearest Centroid Classifer 0.77 0.76 

Passive Aggressive Classifier 0.87 0.86 

SGD Classifier 0.86 0.84 

Ridge Classifier 0.89 0.88 

Perceptron Classifier 

 
0.79 0.77 

The Starting and ending time for the hashing vectorizer is 

shown in Fig. 20. 

 
Fig. 20. Processing time of hashing vectorizer 

 

The Starting and ending time for the Counting vectorizer 

is shown in Fig. 21. 

 

 
Fig. 21. Processing time of Counting vectorizer 

 

 
Fig. 22. Precision of Classifiers 
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Fig. 23. Recall of Classifiers 

 

Table. 1 Analysis of FScore parameters 

Classifier FScore 
Accuracy 

(%) 

Multinomial Naives Bayes 

Classifier 
0.72 74 

Logistic Regression Classifier 0.80 80 

K Nearest Neighbors Classifier 0.83 84 

Bernoulli Naives Bayes 

Classifier 
0.77 78 

Complement Naives Bayes 

Classifier 
0.76 77 

Nearest Centroid Classifer 0.75 76 

Passive Aggressive Classifier 0.84 83 

SGD Classifier  0.85 84 

Ridge Classifier  0.87 89 

Perceptron Classifier 

 
0.76 73 

 

 

 
Fig. 24. FScore of Classifiers 

 

 
Fig. 25. Accuracy of Classifiers 

 

VI. CONCLUSION 

This paper analyzes the sentiment type prediction by using 

various classification algorithms. The extraction of feature 

words for each of the sentiment target variable is found and is 

displayed. The Resampling of the dataset is also done based 

on the target variable. Experimental results shows that the 

sentiment prediction and classification done by Ridge 

classifier is found to be effective with Precision of 0.89, 

Recall of 0.88, FScore of 0.87 and Accuracy of 89%.  

REFERENCES 

1. B. Liu, ``Sentiment analysis and opinion mining,'' Synth. Lectures 

Hum.Lang. Technol., vol. 5, no. 1, pp. 1_167, May 2012. 

2.  Z. Y. Yan, Q. Bin, S. Q. Hui, and L. Ting, ``Large-scale sentiment 
lexicon collection and its application in sentiment classification,'' J. 

Chin. Inf. Process., vol. 31, no. 2, pp. 187-193, 2017. 

3.  Odbal and Z. F. Wang, ``Emotion analysis model using Compositional 
4. Semantics,'' Acta Automatica Sinica, vol. 41, no. 12, pp. 2125_2137, 

2015. 

5.  P. Li,W. Xu, C. Ma, J. Sun, and Y. Yan, ``IOA: Improving SVM based 
sentiment classification through post processing,'' in Proc. 9th Int. 

Workshop Semantic Eval., Jun. 2015, pp. 545_550. 

6. J. Xu, D. Chen, X. Qiu, and X. Huang, ``Cached long short-term 
memory neural networks for document-level sentiment classification,'' 

in Proc. Conf. Empirical Methods Natural Lang. Process., Nov. 2016, 
pp. 1660_1669. 

7.  D. Tang, B. Qin, X. Feng, and T. Liu, ``Effective LSTMs for target 

dependent sentiment classification,'' in Proc. COLING 26th Int.l Conf. 
8. Comput. Linguistics, Tech. Papers, Dec. 2015, pp. 3298_3307. 

9.  K. S. Tai, R. Socher, and C. D. Manning, ``Improved semantic 

representations from tree-structured long short-term memory networks,'' 
in Proc. 53rd Annu. Meeting Assoc. Comput. Linguistics, 7th Int. Joint 

Conf. Nat-ural Lang. Process., Jul. 2015, pp. 1556_1566. 

10.  P. Zhou et al., ``Attention-based bidirectional long short-term memory 
11. networks for relation classification,'' in Proc. 54th Annu. Meeting 

Assoc. 

12. Comput. Linguistics, Aug. 2016, pp. 207_212. 
13. A. Galassi, M. Lippi, and P. Torroni. (Feb. 2019). ``Attention, 

please!Acritical review of neural attention models in natural language 

processing.'' [Online]. Available: https://arxiv.org/abs/1902.02181 
14.  S. Sabour, N. Frosst, and G. E. Hinton. (2017).``Dynamic routing 

between capsules.'' [Online]. Available: 

https://arxiv.org/abs/1710.09829 
15.  W. Zhao, J. Ye, M. Yang, Z. Lei, S. Zhang, and Z. Zhao. (2018). 

``Investigating capsule networks with dynamic routing for text 

classification.'' [Online]. Available: https://arxiv.org/abs/1804.00538 
16. J. Kim, S. Jang, S. Choi, and E. Park. (2018). ``Text classification using 

17. capsules.'' [Online]. Available: https://arxiv.org/abs/1808.03976 

18. N. Zhang, S. Deng, Z. Sun, X. Chen, W. Zhang, and H. Chen, 
``Attention based capsule networks with dynamic routing for relation 

extraction,'' in Proc. Conf. Empirical Methods Natural Lang. Process. 

(EMNLP), Nov. 2018, pp. 986_992. 
19.  B. Zhang, X. Xu, M. Yang, X. Chen, and Y. Ye, ``Cross-domain 

sentiment classification by capsule network with semantic rules,'' IEEE 

Access, vol. 6, pp. 58284_58294, Oct. 2018   
20.   M. Shyamala Devi, Shakila Basheer, Rincy Merlin Mathew, 

“Exploration of Multiple Linear Regression with Ensembling Schemes 

for Roof Fall Assessment using Machine Learning”, International 

Journal of Innovative Technology and Exploring Engineering, vol. 8, 

no.12, October 2019. 

21.    Shakila Basheer, Rincy Merlin Mathew, M. Shyamala Devi, 
“Ensembling Coalesce of Logistic Regression Classifier for Heart 

Disease Prediction using  Machine Learning”, International Journal of 

Innovative Technology and Exploring Engineering, vol. 8, no.12, 
October 2019, pp. 127-133. 

22.  Rincy Merlin Mathew, M. Shyamala Devi, Shakila Basheer,” 

Exploration of Neighbor Kernels and Feature Estimators for Heart 
Disease Prediction using Machine Learning”, International Journal of 

Innovative Technology and Exploring Engineering, vol. 8, no.12, 

October 2019, pp. 597-605. 
 

 

 
 

 



International Journal of Innovative Technology and Exploring Engineering (IJITEE) 

ISSN: 2278-3075, Volume-9 Issue-1, November 2019 

 

743 

 

Published By: 
Blue Eyes Intelligence Engineering 

& Sciences Publication  
Retrieval Number: A4220119119/2019©BEIESP 
DOI: 10.35940/ijitee.A4220.119119 

23.  M. Shyamala Devi, Shefali Dewangan, Satwat Kumar Ambashta, 

Anjali Jaiswal, Nariboyena Vijaya Sai Ram, “Backward Eliminated 
Formulation of Fire Area Coverage using Machine Learning 

Regression”, International Journal of Innovative Technology and 

Exploring Engineering, vol. 8, no.12, October 2019, pp.1565-1569  
24.   M. Shyamala Devi, Ankita Shil, Prakhar Katyayan, Tanmay Surana, 

“Constituent Depletion and Divination of Hypothyroid Prevalance using 

Machine Learning Classification”, International Journal of Innovative 
Technology and Exploring Engineering, vol. 8, no.12, October 2019, pp. 

1607-1612 

25.  M. Shyamala Devi, Shefali Dewangan, Satwat Kumar Ambashta, 
Anjali Jaiswal, Sairam Kondapalli, “Recognition of Forest Fire Spruce 

Type Tagging using Machine Learning Classification”, International 

Journal of Recent Technology and Engineering, Volume-8 Issue-3, pp. 
4309 – 4313, 16 September 2019.  

26. M. Shyamala Devi, Usha Vudatha, Sukriti Mukherjee, Bhavya Reddy 

Donthiri, S B Adhiyan, Nallareddy Jishnu, “ Linear Attribute 
Projection and Performance Assessment for Signifying the Absenteeism 

at Work using Machine Learning”, International Journal of Recent 

Technology and Engineering, Volume-8 Issue-3, pp. 1262 – 1267, 16 
September 2019.  

27. M. Shyamala Devi, Mothe Sunil Goud, G. Sai Teja, MallyPally Sai 

Bharath, “Heart Disease Prediction and Performance Assessment 

through Attribute Element Diminution using Machine Learning”, 

International Journal of Innovative Technology and Exploring 

Engineering, vol. 8, no.11, pp. 604 – 609, 30 September 2019. 
28. M. Shyamala Devi, Rincy Merlin Mathew, R. Suguna, ” Regressor 

Fitting of Feature Importance for Customer Segment Prediction with 
Ensembling Schemes using Machine Learning”, International Journal of 

Engineering and Advanced Technology,  Volume-8 Issue-6, pp. 952 – 

956, 30 August 2019. 
29.  R. Suguna, M. Shyamala Devi, Rincy Merlin Mathew, “Integrating 

Ensembling Schemes with Classification for Customer Group 

Prediction using Machine Learning”, International Journal of 
Engineering and Advanced Technology, Volume-8 Issue-6, pp. 957 – 

961, 30 August 2019.  

30. Rincy Merlin Mathew, R. Suguna, M. Shyamala Devi, “Composite 
Model Fabrication of Classification with Transformed Target Regressor 

for Customer Segmentation using Machine Learning”, International 

Journal of Engineering and Advanced Technology, Volume-8 Issue-6, 
pp. 962 – 966, 30 August 2019. 

31. M. Shyamala Devi, Rincy Merlin Mathew, R. Suguna, “Feature 

Snatching and Performance Analysis for Connoting the Admittance 

Likelihood of student using Principal Component Analysis”, 

International Journal of Recent Technology and Engineering, Volume-8 

Issue-2, 30 July 2019. pp. 4800-4807.  
32. R. Suguna, M. Shyamala Devi, Rincy Merlin Mathew, “Customer 

Segment Prognostic System by Machine Learning using Principal 

Component and Linear Discriminant Analysis”,  International Journal of 
Recent Technology and Engineering, Volume-8 Issue-2, 30 July 2019. 

pp. 6198-6203.  

33.  R.Suguna, M. Shyamala Devi, Rupali Amit Bagate, Aparna Shashikant 
Joshi, “Assessment of Feature Selection for Student Academic 

Performance through Machine Learning Classification”, Journal of 

Statistics and Management Systems, Taylor Francis, , vol. 22, no. 4, 25 
June 2019, pp. 729-739. DOI: 10.1080/09720510.2019.1609729ISSN: 

0972-0510 (Print), 2169-0014 (Online).  

34. R.Suguna, M. Shyamala Devi, Rupali Amit Bagate, Aparna Shashikant 
Joshi, “Assessment of Feature Selection for Student Academic 

Performance through Machine Learning Classification”, Journal of 

Statistics and Management Systems, Taylor Francis, vol. 22, no. 4, 25 
June 2019, pp. 729-739. DOI: 10.1080/09720510.2019.1609729ISSN: 

0972-0510 (Print), 2169-0014 (Online).  

35. Shyamala Devi Munisamy, Suguna Ramadass Aparna Joshi, “Cultivar 
Prediction of Target Consumer Class using Feature Selection with 

Machine Learning Classification”,  Learning and Analytics in Intelligent 

Systems, LAIS, Springer, vol. 3, pp. 604-612, June 2019.  
36. Suguna Ramadass,  Shyamala Devi Munisamy, Praveen Kumar  P, 

Naresh P, “Prediction of Customer Attrition using Feature Extraction 

Techniques and its Performance Assessment through dissimilar 
Classifiers”, Springer’s book series entitled “Learning and Analytics in 

Intelligent Systems, Springer, LAIS vol. 3, pp. 613-620, June  2019. 

37. M. Shyamala Devi, Rincy Merlin Mathew, R. Suguna, ”Attribute 
Heaving Extraction and Performance Analysis for the Prophesy of Roof 

Fall Rate using Principal Component Analysis”, International Journal of 

Innovative Technology and Exploring Engineering, vol. 8, no.8, June 
2019, pp. 2319-2323.  

38. R. Suguna, M. Shyamala Devi, Rincy Merlin Mathew, ”Customer 
Churn Predictive Analysis by Component Minimization using Machine 

Learning”, International Journal of Innovative Technology and 

Exploring Engineering, vol. 8, no.8, June 2019, pp. 2329-2333.  
 



International Journal of Innovative Technology and Exploring Engineering (IJITEE) 

ISSN: 2278-3075, Volume-8 Issue-11, September 2019  

 

765 

 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  
Retrieval Number K14480981119/2019©BEIESP 

DOI: 10.35940/ijitee.K1448.0981119 

 

 

Abstract: Cloud storage is one of the major application in the 

cloud, which can provide the on-demand outsourcing data service 

for both organizations as well as individuals. The Data Integrity 

(DI) check in the cloud is applied by the user to ensure the 

integrity of data. The Third Party Auditing (TPA) technique is 

later introduced to check the cloud DI. Many research has been 

carried out in the public auditing to minimize the computation 

cost of the integrity check. The most existing method involves in 

lack of security and low computation overhead. In this research, 

the Modified Dynamic Hash Table with threshold Rivest, Shamir, 

and Adelman Algorithm (RSA) algorithm (MDHT-RSA) is 

proposed to improve the security and reduce the computation cost. 

The threshold RSA cryptography system increase the security by 

generating the secret key to the user and reduce the computation 

cost. The Modified Dynamic Hash Table (MDHT) is used to 

record the data information for dynamic auditing, which is 

located in the TPA. The MDHT is differed from the Dynamic 

hash table, that the MDHT doesn’t contain the tag block whereas 

the dynamic hash table has the tag block. The MDHT-RSA is 

analyzed with the computation cost and compared with existing 

method. The experimental result proved that the MDHT-RSA 

method has low computation cost than state-of-art method in 

public auditing. The verification cost of the MDHT-RSA is 1.3 s 

while a state-of-art method DHT-PA has the 1.35 s for the 200 

blocks of data. 

 

Index Terms: Cloud storage, Modified Dynamic Hash Table 

algorithm, Public Auditing, Tag Block and Third Party Auditing. 

I. INTRODUCTION 

Many people can work on the same resource and easily share 

their data with each other in a cloud by using sharing and data 

storage services such as Google Drive. After storing the 

shared data in the cloud by user, the other people in a group 

can able to modify, access and share the latest version of data 

to another group of people [1]. In order to avoid the profit 

losses or to maintain the reputation among user, cloud owner 

may do the data error accidents in the worst case [2]. There is 

still a hesitation and discussion on the usage of cloud, even 

though proliferation and development of cloud computing are 

rapid, because data security is the major concern of user in 

cloud environment [3]. The users are unable to move their 

valuable data from the cloud, once the user loses their direct 
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control on data, Specially in public cloud with multi-tendency 

and high consolidation [4]. The ordinary user's rarely 

accessed data may be neglect to keep or delete by Cloud 

Service Providers (CSPs) for saving more storage space, 

which is considered as most severe case [5]. 

With the concern on DI of cloud storage services, users wish 

to have a way of auditing the cloud server to ensure that the 

server stores all their latest data without any corruption [6]. 

The integrity of their data should be guaranteed by clients in 

the cloud storage system, but user cannot eliminate the weak 

cloud servers, which are vulnerable to security threats [7]. 

The three main objectives of security are integrity, 

availability and confidentiality, where integrity can be 

assured by auditing the cloud data i.e., verification of DI from 

an external party, has been an extensively investigated 

research problem in recent years [8]. In cloud, the DI is 

periodically check by introducing the TPA to help the end 

users for reducing the computational burden [9].  But, most of 

existing methods face challenges like high computation cost 

of TPA and still there is a need for improving the security of 

TPA [10]. To overcome the issues of security and 

computation cost, this research works designed an 

MDHT-RSA. The proposed method is analyzed and 

compared with the existing dynamic hash table method. The 

threshold RSA is designed because the algorithm is easy to 

implement, secure and also ensured the fast computation of 

MDHT with threshold RSA signature. There are no strict 

pre-conditions in RSA and also applied to almost all 

circumstances where secret sharing signature is required. 

The organization of the paper is in the form of Related Works 

on recent techniques used to secure the data in section II, the 

proposed method is explained in section III, Experimental 

result illustrated in section IV. The conclusion of this 

research work is made in section V. 

II. RELATED WORKS 

The process of verifying the DI in the cloud is very difficult 

due to the increasing number of data in the cloud. The TPA 

auditing technique is used effectively to guarantee the DI and 

data encryption system is used in the TPA to secure the data. 

Recent method involves in the TPA aried [11-15] in this 

section to analyze its performance.  

Anbuchelian, et al. [11] established secure cryptography 

hashing algorithm in the TPA to improve the security.  
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After uploading the data, the user was provided with a private 

and public key for trustworthy retrieval of the data file, where 

modified RSA algorithm was used to generate these keys. 

The data files were effectively audit by using a multilevel 

hash tree algorithm occasionally. This method was tested 

with attacks and this provided the privacy against the attacks. 

The complexity is high for developed hash tree function, 

which needs more time for the auditing process. 

Cheng Guo, et al. [12] generated a constant-size key to 

support the flexible delegation of decryption for cipher texts 

by key-aggregate authentication cryptosystem. The expense 

of this scheme was stable and solved the problem of 

key-leakage to share the data. The message in authentication 

key was denied to access and unable to copy the data, which 

was proven by this method. This showed that the method 

achieved secure data sharing and leakage-resilient in dynamic 

cloud storage. The developed methodology provides insecure 

data sharing in the condition of one to one solution. 

Yue Zhang, et al. [13] developed a storage auditing scheme 

for key generation and method for updating the private key to 

achieve highly-efficient user revocation method. The total 

number of file blocks were totally independent of this 

revocation method which was possessed by revoked user in 

cloud. The private keys of non-revoked user group were just 

updated by user revocation method than authenticators of 

revoked user, which was observed by this technique. The 

security and computation cost of the method are needed to be 

optimized.  

Daeyeong Kim, et al. [14] developed a public auditing 

scheme to provide the data privacy and integrity for the 

educational multimedia data. This auditing method supported 

fully dynamic data as well as protect the data against both the 

untrusted cloud server and the TPA under the loss and tamper 

attacks by using the random values and homomorphic hash 

function. The data security was preserved against TPA and 

cloud by combining the data block of homomorphic 

authenticator and data owner with random values. The 

computation cost between the user and the TPA is high 

because the protocol is needed to ensure security. 

Hui Tian, et al. [15] designed a Dynamic Hash Table (DHT) 

which was located at TPA for recording the data property 

information for dynamic public auditing. DHT method 

reduced the communication overhead and computation cost 

by migrating the information to TPA from CSP. According to 

public key, the homomorphic authenticator was combined 

with random masking which was generated by TPA to 

support the privacy preservation. The batch auditing was 

achieved by employing the bilinear maps and 

Boneh-Lynn-Shacham (BLS) signature. When compared 

with previous scheme, the DHT method reduces the storage 

costs, communication and computation cost by achieving 

secured auditing in clouds. The table size can be reduced to 

improve the effectiveness and decreasing the computation 

cost.  

A. Problem Statement 

The traditional cloud data storage service includes numerous 

challenging design issues, which have a profound influence 

on the security and performance of the overall system. The 

significant issues of cloud auditing process is addressed in the 

following sections.  

 The privacy preserving of cloud user’s data is a 

significant task during the whole auditing process. But, 

the cloud server is not a fully trusted entity and outsourced 

data in cloud may revealed and significant information 

may have leaked. 

 In complex methods, the computation overheads of TPA 

increases, which will automatically increase the 

computation time of encryption systems.   

 Multi-tenancy implies the sharing of the application 

resources by more than one user. Hence, lack of 

confidentiality occurs due to multi-tenancy. 

 In data auditing process, the traditional methods used the 

number of Meta data, which is stored in a huge dataset, 

and consumed more storage space. 

III. PROPOSED METHOD 

In the cloud, the DI is checked by auditing process, which will 

reduce the user's computation load. The security of cloud data 

is improved by verifying the DI in cloud using various 

existing methods. In this research work, MDHT-RSA 

algorithm is developed to reduce the computation cost and 

also to increase the security of outsourced data. The RSA 

cryptographic system is used to secure the data and MDHT to 

store the records of the dynamic changes in the cloud.  

A. System Model 

Figure 1 shows the auditing system used in this research work 

for cloud storage, which consists of TPA, cloud users and 

Cloud Storage Service (CSS). The cloud users are the data 

owners, who have a bulk of data to be stored in CSS. A 

massive amount of computational resources and storage 

space are effectively handled by CSP, which is used to 

manage the CSS. The CSP managed and maintained the user's 

data which is stored in CSS, where the user can dynamically 

update or access their remote data whenever they need. Most 

of user are lacked in auditing the outsourced data due to less 

expert and capabilities in this process, which are effectively 

handled by TPA. 

 

Fig. 1. The system architecture of TPA 

1) Data Owner:  

The data are stored in the cloud by the data owner, which 

can interact with CSP for 

managing their stored data 

on cloud.  



International Journal of Innovative Technology and Exploring Engineering (IJITEE) 

ISSN: 2278-3075, Volume-8 Issue-11, September 2019  

 

767 

 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  
Retrieval Number K14480981119/2019©BEIESP 

DOI: 10.35940/ijitee.K1448.0981119 

 

Without having the local copy of data, the security of data 

should be periodically verified by the owner. If they don’t 

have time or resource to verify the security, these jobs can be 

assigned to trusted TPA by the data owner. 

2) Cloud Service Provider:  

The distributed cloud storage servers are built with major 

resources and managed by CSP, which is also offered 

software or storage services to the end user over the Internet. 

The major role of the CSP is to response the verifier queries 

and maintain the data properly.   

3) Third Party Auditor: 

The vulnerability of user's privacy data is improved by the 

auditing process and the DI which is stored in the cloud is 

checked by TPA. The outsourced data can be managed or 

monitored under the delegation of data owner which is 

considered as a major responsibility of TPA. Whenever TPA 

receives the DI verification request from the data owner, 

immediately TPA send the challenge request to the cloud 

server. The TPA receives the proper response from cloud 

auditing task and sends the result back to the user. In 

proposed MDHT, these three entities performed the 

following activities such as: 

1. The pre-processed files are sent to CSP by the data 

owner and also sends the metadata to TPA or user can 

keep locally for verifying the integrity later. 

2. Then, files are stored by CSP, where metadata is stored 

by TPA.  

3. The validity of response is checked and generated a 

challenge by verifier (either TPA or user), then send it to 

CSP. If the response is valid, it will return 1, otherwise 

return 0. 

4. The response is generated by CSP, then sends to verifier.  

5. An update request is generated by data owner and send 

to CSP for verification. 

6. The CSP updates data and generates an update response 

based on data owner’s requests. 

7. When the insertion or modification process occurred, 

the updated metadata should be stored by TPA. 

Even though TPA is secure, there are also some 

challenges faced by these models because of CSP. 

These threat model are described as below.  

B. Threat Model 

In this work, consider the CSP as semi-honest, but it is a 

curious server for securing the end user’s data. A passive 

attacker is a probabilistic polynomial time adversary, which 

is a traditional honest-but-curious model and follows the 

designed specification correctly. An ability-limited active 

attacker adversary is considered as semi-honest-but-curious 

model, which can able to modify the designed specifications 

such as insert, update, delete and return only a small portion 

of search results, instead of retrieving all the query results. 

C. Bilinear Mapping 

Let 1, 2, TG G G  be three cyclic multiplicative groups with the 

prime order q  . Let 
1 2,g g  be the generators of groups An 

admissible pairing : 1 2e G G GT  , which satisfies the 

following three properties: 

– Bilinear: If 
1 2,u G v G  and *, qa b Z , then 

   , ,e ua vb e u v ab  ; 

– Non-degenerate: There exists a 
1 1 2 2,g G g G    such 

that  1 2, 1e g g    ; 

– Computable: If 
1 2,u G v G  one can compute 

 , Te u v G in polynomial time.  

D. Modified Dynamic Hash Table 

This is popular to introduce an authenticated data structure to 

achieve dynamic auditing and this DHT from the research 

[15] is used in this experiment. During the verification and 

updation process, the MHT-based auditing scheme and PDP 

based skip list face some challenges like large 

communication overhead and heavy computational costs of 

TPA [16,17]. Thus, the changes in data blocks are recorded 

and the hash values of every block are generated by using 

Index Hash Table (IHT), which is proposed by Zhu et al. [18] 

in verification process. The IHT are inefficient for updation 

process like insertion and deletion because of sequence 

structure, this leads to the adjustments in average elements 

i.e. / 2N , where N is a total number of blocks.    

In addition, the regeneration of block tags is occurred by the 

modification of block numbers (Bi) of that corresponding 

blocks during insertion or deletion process. This process will 

eventually cause high computation costs of user and 

communication overhead, which leads to inefficient of IHT. 

Therefore, a new data structure called DHT is developed to 

overcome the issues of IHT and provides better auditing 

efficiency. Like IHT, the latest Version of Information (VI) 

user's data is tracked by employing the TPA in DHT for 

auditing process. There are two basic elements in DHT such 

as file and block elements. Each file element consists of the 

File identifier (
iID ) and the index number (

iNO ) of the given 

file (e.g. 
iF ). The files are stored in array-like structure by 

using pointer that indicates the first block element, and every 

file is arranged by a linked list with the corresponding file 

element as the header node. 

The DHT operations are classified into two types such as file 

operations and block operations, where search, insert, modify 

and delete mechanisms are carried out on both the file 

operations. According to index, the files can be searched for 

finding the location of elements, and manipulations on both 

elements for file and blocks are done by other operations. The 

file elements are inserted into arrays by using insertion and 

the linked list are constructed that contains corresponding 

block elements. The files and its elements can be deleted from 

the linked list using delete operation and modification can be 

carried on both the elements of files and blocks. 

The insertion and deletion of blocks in IHT is significantly 

improved by using the linked lists and DHT. Further, the hash 

values of VI records in DHT will not be influenced by blocks 

of insertion and deletion in IHT. The communication 

overhead and computational costs of CSP are significantly 

reduced by MDHT-RSA in 

the updation process, when 

compared with IHT scheme. 

During the verification, the 



 

Modified Dynamic Hash Table with Threshold RSA for Dynamic and Public Auditing on Cloud Data 

768 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  
Retrieval Number K14480981119/2019©BEIESP 

DOI: 10.35940/ijitee.K1448.0981119 

 

search operation cost of DHT is more than IHT, because the 

material impact on whole verification time cannot be able to 

neglect by DHT. The verification time of MDHT scheme is 

validated and showed that it is substantially smaller than the 

IHT. 

E. Threshold-Rivest, Shamir, and Adelman Algorithm 

(Threshold-RSA) 

The detailed descriptions of these algorithm (RSA) of three 

phases are described in the following sections. 

1) Setup Phase  

Before storing the file in cloud, it should be pre-processed 

by user for ensuring the availability, DI and confidentiality of 

file. 

 Encoding: The file is encoded by user to check the 

availability of data in cloud.  

 KeyGeneration: In this algorithm, the user generates 

private and public key pair for the later processing the file 

in the propose system. 

 Encryption: In case, the data owner wants to ensure the 

data Confidentiality, the users encrypts the data using 

public key cryptography. 

 MetadataGeneration: The metadata for each block of 

file is computed by user for verifying the DI stored in 

cloud storage system.  

2) Verification Phase:  

Whenever the user wants to verify the data that is stored in the 

cloud servers, the verifier (either user himself or his arranged 

agent TPA) checks the DI without having the local copy of 

data through Challenge-Response Protocol. The verification 

phase consists of three methods described below. 

 Challenge: A random challenge is created and send it to 

CSP by verifier to check the DI. 

 Response: Once a challenge request received from the 

verifier, the integrity proof as response is generated by 

CSP based on the challenge and forward back to verifier. 

 Check Integrity: The response received from CSP is 

compared with previously computed metadata and 

identified whether the updated proof is valid or not by 

verifier. To hold the Integrity, the response must be equal 

with the metadata otherwise it indicates data have 

corrupted.  

3) Secret sharing RSA Threshold Algorithm 

A new threshold RSA algorithm is developed by applying the 

digital signature to secret sharing scheme, that are as follows: 

Digital signature scheme is a triple (KeyGen, Sign, Ver) of 

efficient algorithms. 

 KeyGen is the key generation algorithm. This outputs a 

key pair (P,S). P is the public key and S is the secret or 

private key. 

 Sign is the signing algorithm. Given a message µ and the 

secret key S, it outputs a digital signature σ.  

 Ver is the verification algorithm. Given a message µ, the 

corresponding signature and the public key P, it succeeds 

if σ is a valid signature of the message µ. 

There are four major components presents in a RSA 

threshold signature scheme, that are described as below: 

 Consider n  as security parameters, generation of 
NQ  

using k  number of elements, singing servers as ,l t as 

threshold parameters and   is a random string, which are 

all taken as input for key generation algorithm and 

produce the outputs as  ,N e  is a public key, where n  is 

the size in bits of N , the private keys 
1,... ld d  only known 

by the correct server and for each  1,u k  a list 

1

,1 ,, ,....., mod
d dl

u u u u l uv v v v v N   of verification keys. 

 The input of a share signature algorithm is  ,eN , an 

index 1 i l  , the private key 
id and a message m ; this  

outputs a signature share 

 mod ,id

is x N where x H m    and  .H  is a 

hash-and-pad function, and a proof of its validity  

   ,1, , log logi vu u i x iproof for all u k v s    

 The  public key  ,N e , a message m , a list  
1,..., ls s  of 

signature shares, for each  1,u k   the list 

,1 ,, ,....u u u lv v v of verification keys and a list 

1,... lproof proof  of validity proofs are considered as 

input and a signature s  may be an output of combining 

algorithm.  

 Consider,  ,N e  as a input public key, m   as message 

and s as signature for verification algorithm and it outputs 

a bit b  indicating whether the signature is correct or not. 

In this research work, verification process of the proposed 

dynamic auditing protocol is presented and also design 

consideration for efficiency and security are introduced 

which are explained in the following section. 

F. Blockless verification  

Without retrieving the original data, the public auditing is 

achieved and the block tags are generated for data blocks. In 

verification process, block tags are authenticated instead of 

original data blocks. In this research work, RSA and BLS are 

employed, but BLS preferred more for shorter length of each 

block tag. 

G. Sampling verification: 

 Given the huge amount of data outsourced in the cloud, it is 

inadvisable to challenge all data blocks for checking the 

integrity. Instead of checking the whole data files, checking a 

small portion of data files is more suitable for CSP and TPA 

to achieve the high verification accuracy, is known as 

sampling verification. The previous studies have 

demonstrated the rationality and feasibility of this strategy. 

Consider t is a fraction of given data, which is corrupted, the 

detection probability of the verification by checking 

randomly sampled c  blocks is   1 1P t c   .  

 

 

 

 

 

H. Privacy preservation: 
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The data proof   is generated for preventing the privacy 

leakage, the M sampled blocks with R  random masking is 

provided by TPA and u  is considered as a public key. Under 

DL assumption, the process of obtaining the user′s privacy 

data is computationally infeasible for TPA, even though it 

knows the ,R,and uA .   

I. Data Freshness:  

In existing works like DAP [19], data proof is computed by 

CSP, but the linear combination of sampled blocks is not 

computed, which is a major issue of CSP. Due to the 

continuous updation of dynamic data, dishonest behavior is 

easily identified in dynamic data auditing [20]. i.e. the CSP 

could not pass the verification without actually storing the 

latest version of the data in the dynamic audit. However, the 

archived data is not updated frequently, the CSP may indeed 

to have the chance to pass the verification. Therefore, in 

future, different and more proper auditing methods are 

developed for diverse data.  

IV. RESULTS AND DISCUSSION 

The computation load of user is decreased by checking the DI 

in the cloud, and this process are carried out by TPA. Many 

research has been conducted to improve the effectiveness of 

the integrity check and reduce the computation cost. In this 

research, RSA encryption system is proposed for key 

generation and computation cost is reduced by MDHT. The 

experiments are implemented using JAVA 1.8 Netbeans 8.2 

MySQL 8 on a computer with Intel Core i5 CPU 2.2 GHz 

with 8.00 GB RAM. In this section, the proposed 

MDHT-RSA method is analyzed with the different 

computation cost and compared with the existing method. To 

validate the efficiency of proposed MDHT-RSA method, the 

experiments are conducted on verification time, processing 

time, computation cost and searching time when compared 

with existing methods such as DHT-PA [15], IHT-PA [18] 

and DAP [19]. 

A. Computation cost in the setup phase 

The computation cost of the setup phase is calculated for the 

existing and proposed method for the different block number. 

The values are shown in Table 1. The computation time of 

existing and proposed method is shown in Fig. (2).  

Table I. Setup phase computation cost 

Block 

Number 

IHT-PA DAP DHT- 

PA 

MDHT-RSA 

10 0.33 0.2 0.18 0.16 

15 0.46 0.25 0.23 0.21 

40 1.02 0.97 0.92 0.87 

60 1.54 1.24 1.2 1.07 

80 2.14 1.82 1.73 1.63 

100 2.46 2.18 2.12 2.11 

120 2.62 2.72 2.57 2.49 

140 2.82 3.17 3.02 3 

160 4.24 3.72 3.51 3.45 

180 4.98 4.12 3.74 3.72 

200 5.31 4.78 3.67 3.49 

 

 
Fig. 2. Setup processing time for different blocks 

This shows the computation cost is propositional to the block 

size. The proposed method has less computation time 

compared to that other existing method. The proposed 

MDHT-RSA has the computation time of 3.49 second for the 

200 block size, while state-of-art method DHT-PA has the 

computation time of 3.67 seconds for same block size. When 

the block size is 10, the proposed MDHT-RSA achieved 0.16 

seconds whereas the existing method IHT-PA achieved 0.33 

seconds for same block size.  

B. Searching Time 

The verification of searching time of the existing and 

proposed method is measured in the different block size 

which are given in Table 2. Figure. (3) shows that the 

searching time of the public auditing methods in the different 

block size. 

Table II. Search time for proposed MDHT-RSA 

Block 

Number 

IHT - 

PA 

DAP DHT- PA MDHT-RSA 

10 262 34 32 30 

25 187 34 32 30 

30 124 34 32 30 

50 98 34 32 30 

100 81 34 32 30 

200 76 34 32 30 

300 65 34 32 30 

400 60 34 32 30 

500 52 34 32 30 

 
Fig. 3. Searching time of MDHT – RSA 
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The proposed MDHT-RSA method has a lower computation 

time compared to the other existing method. The searching 

time is low for the various block size and block size are 

increased, which decreases the searching time of the MDHT. 

The searching time during verification of the proposed 

MDHT-RSA is 30 ms for the 500 block size in KB, while the 

existing method has 32 ms for the same block size. In this 

searching time, all other methods are constant at certain point 

in block size, but IHT-PA alone varies the searching time 

depends on block size. For instance, IHT-PA achieved 26 ms 

for 10 block size, 76 ms for 100 block size and 52 ms for 500 

block size.  

C. Computation in Verification time  

The verification time of the different block size is measured 

for the existing and proposed method, as shown in the Table 3 

and Fig. (4).  

Table III. Verification Time of MDHT – RSA 

Block 

Number 

IHT - 

PA 

DAP DHT- 

PA 

MDHT-RSA 

10 2.24 1.68 1.5 1.42 

20 2.25 1.69 1.47 1.52 

30 2.27 1.71 1.46 1.41 

50 2.28 1.71 1.45 1.39 

70 2.28 1.71 1.38 1.41 

100 2.32 1.71 1.36 1.34 

150 2.34 1.72 1.35 1.2 

200 2.37 1.73 1.35 1.2 

 
Fig. 4. Verification of MDHT-RSA for different block size 

The proposed MDHT-RSA has the lower verification time 

compared to the other existing method. The verification time 

of the DHT-PA and MDHT-RSA methods has the much 

lower computational time than IHT-PA due to the 

significantly outweigh the disadvantage include by searching 

operation. When compared with other existing techniques, 

the proposed method achieved 1.2 sec for block number 200.  

D. Operation time for Block Insertion 

The computation cost of the block insertion for the existing 

and proposed method is calculated in this experimental setup. 

The computation cost for the different file size is measured 

varying 1 to 10 GB of data is measured and shown in Table 4 

and Fig. (5). 

 

 

 

 

Table IV. Block Insertion of MDHT-RSA 

Block 

Number 

IHT 

- PA 

DAP DHT- 

PA 

MDHT-RSA 

1 0.02 0.02 0.02 0.02 

2 0.1 0.1 0.05 0.05 

3 0.18 0.17 0.06 0.05 

4 0.21 0.21 0.09 0.08 

5 0.28 0.26 0.1 0.1 

6 0.32 0.31 0.12 0.12 

7 0.41 0.41 0.15 0.147 

8 0.46 0.45 0.18 0.173 

9 0.52 0.51 0.19 0.182 

10 0.57 0.55 0.21 0.205 

 
Fig. 5. Operation time for Block Insertion 

The proposed MDHT-RSA has lower computation time 

compared to the other existing method. The MDHT-RSA has 

the computation time of 0.20 s compared to the state-of-art 

method which has 0.21 s for the file size 10 GB. When the 

size of the file is low, all the methods have the same 

computation time of 0.02 second. But, as the size of file 

increases, the computation time of existing methods are also 

increased.  

E. Operation time for Block Updation 

The computation time for the updating operation is measured 

for the existing and proposed method. The computation time 

of updating process for the different file size is measured and 

shown in Table 5 and Fig. (6).  

Table V. Computation time for Block Updation 

Block 

Number 

IHT - 

PA 

DAP DHT- PA MDHT-RSA 

1 1.58 1.58 1.08 1.04 

2 1.59 1.59 1.1 0.9 

3 1.6 1.6 1.12 1.11 

4 1.62 1.62 1.21 1.18 

5 1.64 1.64 1.24 1.22 

6 1.66 1.66 1.26 1.22 

7 1.72 1.72 1.27 1.25 

8 1.73 1.73 1.28 1.24 

9 1.75 1.75 1.32 1.3 

10 1.76 1.76 1.41 1.38 
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Fig. 6. Operation Time for Block Updation 

This shows that the proposed MDHT-RSA has the lower 

computation time compared to the other existing method. The 

MDHT-RSA has the computation time of updating process is 

1.38 s while existing method has computation time of 1.41 s 

for 10 GB file. The computation time for block updation are 

constant for both existing methods such as IHT-PA and DAP 

in all block size. But, the existing technique DHT-PA slightly 

varies from MDHT-RSA computation time for block 

updation. 

F. Operation time for Block Deletion 

The computation time of the block deletion is calculated for 

the different file size, which are analyzed for the existing and 

proposed method. The computation time is compared for the 

different methods in public auditing and shown in Table 6 and 

Fig. (7). 

Table VI. Computation time for Block Deletion 

Block 

Number 

IHT - 

PA 

DAP DHT- 

PA 

MDHT-RSA 

1 0.02 0.02 0.02 0.02 

2 0.1 0.1 0.05 0.05 

3 0.18 0.17 0.06 0.05 

4 0.21 0.21 0.09 0.07 

5 0.28 0.26 0.1 0.1 

6 0.32 0.31 0.12 0.115 

7 0.41 0.41 0.15 0.142 

8 0.46 0.45 0.18 0.171 

9 0.52 0.51 0.19 0.196 

10 0.57 0.55 0.21 0.208 

  
Fig. 7. Operational Time for Block Deletion of MDHT-RSA 

The MDHT-RSA has the lower computation time compared 

to the other existing methods. The MDHT-RSA method has 

the computation time of 0.2 sec compared to the state-of-art 

method 0.21 sec. The deletion time of MDHT-RSA achieved 

0.115 sec for block size 6, whereas the existing method 

IHT-PA achieved 0.32 sec for same block size. The 

MDHT-RSA didn’t attain great performance in block 

deletion time for different block size. The method needs 

further improvements for achieving better performance in 

computation time for different block sizes. 

G. Auditing Time for MDHT-RSA 

The experiments also evaluate the performance of 

MDHT-RSA in the batch auditing scenario and compare it 

with IHT-PA and DAP. The experimental results are as 

shown in Table 7 and Fig. 8. 

Table VII. Auditing Time of MDHT-RSA 

Block 

Number 

IHT - 

PA 

DAP DHT- 

PA 

MDHT-RSA 

1 1.95 1.81 1.58 1.04 

2 1.92 1.79 1.59 0.98 

3 1.86 1.76 1.6 1.09 

4 1.83 1.75 1.62 1.15 

5 1.79 1.7 1.67 1.21 

6 1.76 1.69 1.65 1.23 

7 1.72 1.66 1.75 1.22 

8 1.73 1.64 1.74 1.26 

9 1.75 1.67 1.79 1.31 

10 1.76 1.69 1.76 1.39 

 
Fig. 8. Auditing Time for Proposed MDHT-RSA 

The experimental results suggested that the batch auditing 

can’t handle only verifications from multiple-users 

simultaneously, and while performing the individual auditing 

for multiple times, this MDHT-RSA reduces the 

computational costs of TPA. Also, the results proved that the 

batch auditing protocol in MDHT-RSA is more efficient than 

that in DAP, DHT-PA and IHT-PA. The MDHT-RSA has 

lower computation time compared to the other existing 

method. The security of the method is increased by using the 

secure key generation method. Hence, the proposed method 

can be applicable to practical use in the cloud auditing 

system. 

V. CONCLUSION 

Nowadays, the cloud storage system becomes popular for the 

different kinds of services storing, managing and processing 

the large amount of data. The data security is an important to 

concern in the cloud storage due to the development of 

different attacks on the cloud. The computation load of user is 

minimized by checking the DI of data using TPA in the cloud. 



 

Modified Dynamic Hash Table with Threshold RSA for Dynamic and Public Auditing on Cloud Data 

772 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  
Retrieval Number K14480981119/2019©BEIESP 

DOI: 10.35940/ijitee.K1448.0981119 

 

 

 

 The various methods are developed for the TPA to check the 

DI without increasing the computation cost of the system. In 

this research work, the security is increased by RSA 

encryption algorithm and dynamic changes are recorded by 

MDHT which is used to reduce the computation cost of TPA 

in cloud system. MDHT is two-dimensional data structure is 

used instead of the DHT. The tag block is removed in the 

MDHT and this increase the computation cost of the system. 

The insertion and deletion are carried out by the identification 

block instead of tag block that helps to increase the 

efficiency. The cost of the MDHT is measured for the 

different file block and compared with existing method. The 

result shows that MDHT has lower computation cost 

compared to the other existing method in cloud auditing. The 

verification time of the MDHT-RSA is 1.2 sec while other 

existing methods such as DHT-PA and IHT-PA has the 

verification time of 1.35 sec and 2.37 sec. The results of 

MDHT-RSA for data insertion, updation, deletion and 

auditing process achieved 0.205 sec, 1.35 sec, 0.208 sec and 

1.39 sec for block size 10. In future work, the proposed 

MDHT-RSA algorithm will be improved to audit for all types 

of cloud data by implementing different audit strategies. 
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